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 The dramatic growth of wireless communication technology today makes 

wireless equipment affordable and widely used. In a situation where a temporary 

wireless network needs to be established but fixed-base station is not available, a 

mobile ad hoc network can be implemented. For implementing a mobile ad hoc 

network, I realize that there are some challenges. Firstly, most of mobile ad hoc 

network routings rely on establishment of minimum hops route. I argue in this case 

that there can be some other metrics, which can be used to establish a better 

performance and more robust route. Secondly, in many circumstances, wireless 

networks require security features. My challenge is how to obtain necessary security 

features with ad hoc network routing.  

 This dissertation is contributed for designing and evaluating mobile ad hoc 

network routing protocols that are embedded with innovative path measurement 

techniques and security functions. I proposed two routing protocols in this paper. The 

first protocol is an on-demand multipath ad hoc network routing protocol called 

“Predicted Multipath Routing Protocol (PMP)”. The protocol concerns with discovery 

of a set of routes that have high efficiency and are robust. To measure robustness and 

efficiency of a route, I proposed two measurements. The first measurement is the 

Degree of Availability (DA) that anticipates the future survival of a path. It basically 

predicts the future signal strength of each pair of nodes using regression analysis. The 

second measurement that measures path efficiency is called “Estimated Path 

Throughput Value (ETV)”. The ETV relies on the packet loss ratio of link between 

each pair of nodes.  



 iv

 The second protocol is an improvement of the PMP called “Secured Predictive 

Multipath Routing Protocol (SPMP)”. The design of this protocol is focused on solid 

security processes to discover secure routes. The protocol is incorporated with three 

main processes. The first process is node authentication process. The protocol allows 

a node to authenticate itself either as a group member or as an individual trustful 

node. The second process is secure route discovery process. This process maintains 

integrity of routing information during route establishment from a source to a 

destination. The third process is secure data forwarding process that keeps secrecy of 

end-to-end data exchange and deliverable path. The SPMP also provides a predefine 

target receiver technique that enable a node to identify only trusted receivers of route 

request packets and to limit the maximum number of route request packets not to be 

exceed the number of node in a network.  
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CHAPTER 1 

 

INTRODUCTION 
 

1.1 Background 

 

Wireless technology is not a new technology and there has been a dramatic 

growth of wireless communications since the last decade. Furthermore, wireless 

technologies today are inexpensive and become a rapid way for internet connection in 

locations where there are poor infrastructures, wireless networks have been widely 

implemented with not only limited local areas but also metropolitan in developed 

countries. Even though, most of implementation of wireless networks requires base 

stations, the fixed-location wireless networks are not applicable in some environments 

such as communications among vehicles in a battle field, ship fleet in the sea or 

equipments in a rescue area. As a result, mobile ad hoc networks consequently 

emerge to recover a situation that a central communication device is not capable to 

handle communications among nodes. A mobile ad hoc network (MANET) consists 

of a number of terminals or nodes that communicate among each others without any 

centralized device. In a MANET, every node in the network performs some additional 

functions such as finding routes and acts as a middle man to forward data to the 

destination. 

Most of current wireless communications depend on radio waves with various 

frequencies. In the Earth's atmosphere, propagations of radio signal are limited in 

distance. In a wireless network with a base station, the base station occupies a limited 

service area and acts like a hub to manage communications among mobile stations in 

the service area. Each base station has communication links with the others via either 

wired network or satellite communication. In the case, each base station handles 

routing and a mobile station can extend the connectivity service in a location that in 

different from the home location where the service was registered by roaming.  Unlike 

fixed-location wireless network, there is no base station in an ac hoc network. In a 
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mobile ad hoc network, each communication terminal performs additional routing 

functions and acts as a router. Therefore, the connectivity area depends on location of 

mobile stations, mobility of nodes, capability of communication equipments, and 

routing protocol.  

In fact, routing method is a major difference between fixed-location networks 

and ad hoc networks. Since there is mobility of routers in a mobile ad hoc network, a 

route between two mobile stations is always unstable. This make routing method of a 

mobile ad hoc network more complicate than that of a fixed-location network. As a 

result, there were many studies of routing protocols for ad hoc network since the 

protocols that are working with wired networks do not applicable with the ad hoc 

network unless these protocols are not modified. The studies of ad hoc routing 

protocol mainly concern with developing a standard that how nodes decide which way 

to route data between mobile devices in a network (Lin, Midkiff and Park, 

2003:1162). By nature of a mobile ad hoc network, the topology of network is 

dynamic and nodes in the network have to discover the topology of their network. The 

basic idea of how the topology is detected is that a node may announce its presence 

and should listen for announcements broadcasted by its neighbours.  

There are many types of ad hoc network routing protocols. Among these, 

proactive and reactive routing protocols are widely studied because they do not need 

any special equipment. For proactive routing protocols, every node maintains fresh 

lists of destinations and routes by periodically distributing routing tables throughout 

the network. The main disadvantages of proactive routing are some problems about 

route maintenance. Typically, route maintenance in proactive routing protocol is 

costly and consume high amount of data. In many protocols, the proactive routing has 

slow reaction on route failures and restructuring. Examples of proactive routing 

protocols are Clusterhead Gateway Switch Routing (CGSR) (Ching-Chuan, Hsiao-

Kuang, Winston and Mario, 1997:197), Destination-Sequenced Distance Vector 

(DSDV) (Perkins and Bhagwat, 1994:234) and Topology Dissemination Based on 

Reverse-Path Forwarding (TBRPF) (Bhargav, Richard and Fred, 2004:1). For reactive 

or on-demand routing protocol, a node finds a route whenever it needs to 

communicate with a destination by flooding the network with route request packet. 

The concepts of reactive routing bring about low route maintenance cost and are 
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appropriate for dynamic topology network. However, reactive routing consumes high 

latency time in route finding and there may be excessive flooding of route discovery 

data that leads to network congestion. The instances of reactive routing protocol are 

Dynamic Source Routing (DSR) (Johnson and Maltz, 1996:153) and Ad-hoc On-

demand Distance Vector (AODV) (Perkins, 2003:1).   

As I concerned about on-demand communication among nodes in network, I 

focused my study on reactive routing protocols. During the early period of reactive 

routing protocol studies, many researchers emphasized on improvement the efficiency 

of single path routing which has been facing problems in maintaining high 

performance paths and assuring the availability of communicating route. 

Consequently, introduction of multipath routing protocols emerged to recover 

limitations of single path routing. The basic idea of multipath routing is that a mobile 

node discovers more than one route to the destination and keeps some routes as spare 

routes or sends data via discovered routes simultaneously to increase network 

performance.  

Besides the improvement of network performance, securities on mobile ad hoc 

networks were focused by a group of researchers. In fact, securities are essential for 

ad hoc network because of several reasons. One reason is the widespread of using 

wireless communication equipments. The advancement of today technologies causes 

wireless communication equipments to be smaller and more efficient. When the more 

wireless communications are utilized, the more protection of personal data is required. 

Another reason is the needs of ad hoc network users. In many circumstance, ad hoc 

networks are used to exchange secret data among specific users. For example, when 

troops of soldier are communicated in a hostile area, the communicators must be 

ensured that the secret data are not intercepted by enemies. The prior studies 

regarding wireless network securities consisted of data encryption, node 

authentication and secure route finding. Regardless some studies of security of ad hoc 

network that relied on existing wired network security, many researchers agree that 

design of securities associated with ad hoc network is more difficult than that of wired 

network. For instance, in an ad hoc network, every node acts as a host and a route 

simultaneously, the network is obviously more vulnerable from men-in-the-middle 

attacks than a wired network which has dedicated routers to perform routing 
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functions. There have been ad hoc network security researches in various schemes but 

my consideration for the securities on mobile ad hoc networks is that they are 

extremely needed in some particular environments, for example, communications in 

warfare that require secure and robust route to save the valuable information from 

unauthorized access or enemies’ attacks.  

 

1.2 Motivation 

 

There are complications in mobile ad hoc networks because the topology of a 

network is frequently changed, the distance in wireless communication is limited and 

the network is vulnerable or easy to be attacked. Therefore, previous researches 

regarding mobile ad hoc networks were focused on two main problems. First is how a 

mobile ad hoc network efficiently discovers its topology and establishes a high 

performance route during a certain period. Second is how to make communication in 

the network safe when data securities are required.  

For topology discovering and high performance route establishment, the 

design of an efficient ad hoc network routing protocol becomes a challenge. DSR and 

AODV are instances of famous routing protocols during the early studying period of 

mobile ad hoc network. Though they are proven in term of route discovery efficiency 

(Hu and Johnson, 2001:1), these traditional single path routing protocols still have 

some problems in maintaining route availability during data transmission that causes 

deficiency of the network. Thus, multipath routing protocols (Nasipuri and Das, 

1999:64; Lee and Gerla, 2000:1311; Lee and Gerla, 2001:3201) were introduced to 

improve efficiencies of single path routing protocols. For multipath routing, a source 

mobile node attempts to find a number of routes to the destination. Then, selected 

routes are utilized into two ways. First, the source node may choose the best route to 

be the primary route and determines the others as alternative routes, which are eligible 

when the active route becomes invalid. Second, the node can split data into pieces and 

sends them over all valid routes simultaneously to increase communication efficiency 

(Mao, Wang, Lin and Panwar, 2002:1; Mao, Wang, Lin and Panwar, 2003:1721; Wei 

and Zakhor, 2004:496).  
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Typically, routes establishment of multipath routing protocols cope with 

finding a set of disjoint paths with minimum hop. Unfortunately, minimum hop does 

not necessarily produce the best performance route (De Couto, Aguayo, Bicket and 

Morris, 2003:134). For wireless communications, the radio signal becomes weaker 

when the distance between two nodes is lengthened. In many cases, a route 

incorporated with long distance nodes may faces more signal loss, congestion and 

higher risk of path failure. These lead to poor performance network. As a result, a 

number of studies of quality of services for ad hoc network were proposed in order to 

guarantee network performance (Nikaeing and Bonnet, 2002:1; Akkaya and Younis, 

2003:710; Sun  and Hughes, 2003:408; Chen and Heinzelman, 2004:1715; Tuduce 

and Gross, 2004:259; Chen and Heinzelman, 2005:561; Jain, Sharma and Banerjee, 

2006:288).   

For network security, there were researches in security on mobile ad hoc 

network that focus on different problem domains and relied on different approaches. 

In fact, in a mobile ad hoc network, security can be implemented in every layer. On 

the physical and MAC layer, a secure data communication can be executed by using 

signal scramble. On the network layer, data encryption and secure routing protocol are 

employed to ensure that no unauthorized node be a part of communicating route. On 

application layer, integrated securities like data encryption, key exchange and digital 

signature are applied, for instances PGP or SSL. In my view point, for mobile ad hoc 

network, implementing security on network layer is more appropriate than other 

layers with three reasons. First, implementation of network layer security is free from 

sticking with hardware manufacturer that is very limited and inflexible. Second, 

security on network layer is not too complicate and consumes less amount of 

overhead. Third, since the main function of network layer is to find communication 

routes, only security on network layer is able to obtain secure routes.  

Another interesting problem when researchers consider security on mobile ad 

hoc networks is that how a mobile station authenticates itself with others. According 

to our researches, the certification from a central trusted entity seems to be most 

acceptable. An interesting issue is that how the central trusted certification is utilized 

for a mobile ad hoc network routing protocol.  
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According to above reasons, I realized that there are challenges in 

development of a secure mobile ad hoc network routing protocol. The first challenge 

is how to improve quality of routing in ad hoc network in term of performance and 

robustness. The next challenge is how to obtain necessary security features with ad 

hoc network routing process without the requirement of central certificate authority. 

Therefore, my research objectives aimed to improve a multipath ad hoc network 

routing that was embedded with necessary security characteristics. The research was 

focused on two areas. First is to improve multipath ad hoc network performance using 

performance measurements and predictive models. Second is to securitize the 

multipath ad hoc network routing with current data security mechanisms and self-

authentication strategies.  

 

1.3 Research Overview 

 

This dissertation contributes for innovative path measurement techniques and 

security functions with a mobile ad hoc network routing protocol. The objectives of 

this research are as follows: 

1. To introduce techniques of path measurements that use statistical model to 

allow mobile ad hoc networks predict future performance of discovered path. 

2. To develop a multipath ad hoc network routing protocol that incorporates 

with control data collection processes and proposed path measurement techniques.  

3. To propose security models and an authentication method that do not 

require central trusted certificate agent.  

4. To integrate the proposed security models and the authentication method 

with a multipath ad hoc network routing protocol and develop a secure multipath ad 

hoc network routing protocol that focuses on solid security in discovering secure 

routes.   

My dissertation was separated into two parts. The first part is contributed for 

designing and evaluation an effective multipath routing protocol that covers the 

explanation in chapter 2 and 3. In the chapter 2, I describe the details of related 

researches of reactive routing protocols that I concentrate on two famous single path 

routing protocols and a multipath routing protocols. Consequently, I present a new 
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multipath routing protocol called the Predictive Multipath Routing Protocol (PMP) in 

chapter 3. In this chapter, I introduced a path measurement technique that reports the 

availability and efficiency of a path. The measurement technique involves with 

forecasting the future availability of a path and end-to-end path performance using 

regression analysis. There are two path measurements in my model. The first 

measurement is the Degree of Availability (DA). The DA bases on potential signal 

strength and is used to scale availability of a path. The second measurement is a 

measurement of end-to-end path efficiency called the Estimated Path Throughput 

Value (ETV) that relies on the packet loss ratio between each pair of communicating 

node. Next to the measurements, I present techniques that the protocol uses for 

choosing the best ETV path and limits the maximum number of route request packet 

to the number of nodes in a network by allowing a node forwards a route request 

packet only once. The major part of chapter 3 dedicated for details of route 

establishment and route maintenance functions of the protocol. In this section, I depict 

design of control packets and data packet as well as route discovery and route 

maintenance process. The rest of chapter 3 is simulation where I show my protocol 

test results and analysis of the results. 

The second part of my dissertation contains details of designing and 

evaluating a secure multipath routing protocol. This part consists of chapter 4, 5 and 

6. Chapter 4 describes the fundamental of encryption algorithms that I use for my 

secured multipath routing protocol. There are two classes for the encryption 

algorithms. The first class is called Symmetric-Key Encryption Algorithms which 

associates with method of encryption and decryption using the same key. The second 

class is named Public-Key Encryption Algorithms. The algorithms concern with 

techniques to generate a dual keys that data can be encrypted with one key and 

decrypted with another key. Next in chapter 4, I include message digests or hash 

functions that are employed to support authentications. Another section of this chapter 

is digital signature. In this section, I conclude message signing and verification 

method. The last section of chapter 4 presents my related studies of secure multipath 

routing protocol. I concentrate on three protocols. Those are ARAN (Sanzgiri, 

Dahilly, Leviney, Shieldsz and Belding-Royer, 2002:78), SRP (Papadimitratos and 

Hass, 2002:27) and SEAD (Hu, Johnson and Perrig, 2002:3). In chapter 5 and 6, I 
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narrate information about my secured multipath routing protocol called The Secure 

Predictive Multipath Routing Protocol (SPMP). There are several particular functions 

that are used for SPMP. The description of group authentication and related functions 

will appear in the early section of chapter 5. In the middle of chapter 5, I explain 

designs of routing processes of SPMP and security analysis. In the chapter 6, I 

propose the individual authentication of SPMP which is the enhancement of SPMP 

with group authentication. I also show simulation results in the last sections of the 

chapter 5 and 6. Finally I will conclude my contribution in the chapter 7. 



 
CHAPTER 2 

 

RELATED RESEARCHES OF 

  

REACTIVE ROUTING PROTOCOLS 
 

2.1 Introduction to Mobile Ad Hoc Network Routing Protocol  

 

A mobile ad hoc network (MANET) is a network that incorporates with a 

collection of arbitrary wireless mobile nodes. Unlike a typical wireless network, a 

MANET allows a number of mobile nodes to freely form a network without specific 

pre-configuration and each mobile node acts a host and a router simultaneously. Since 

a MANET does not require any base station or access point, the network is extremely 

useful in a circumstance that there is no available infrastructure. Therefore, MANET 

is beneficial for circumstances that require rapid-forming and temporary networks, for 

example, military missions in a battlefield, emergency rescue operations in a disaster 

area, engineering tasks in a large construction site, law enforcement activities in 

particular locations and so on. In the case, establishment of a MANET is a 

challenging issue because of following reasons:  

1. Radio signal can be propagated with limited distance.  

2. Locomotion of mobile nodes causes their positions frequently change. 

3. The appearance of a new mobile entry can happen at all times. 

4. The breakage for communication equipments of a mobile node makes the 

node becomes invalid in the network. 

These limitations induce the change in topology of a network as well as 

communication path between two mobile nodes. As a matter of fact, a MANET 

requires an efficient routing protocol that has quick response and obtains good routes. 

As a result, development of mobile ad hoc network routing protocol becomes one of a 

challenge among researchers and brings about a number of proposals of MANET 

routing protocols during last decade.  
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MANET routing protocols can be classified into three categories: proactive 

routing protocol, reactive routing protocol and hybrid routing protocol. The proactive 

routing protocol relies on a basic idea that nodes must continuously search for routing 

information within a network. An advantage is that a node immediately knows a route 

when the node needs to communicate with other nodes. However, there are some 

drawbacks exist. First, when network topology is changed, the proactive routing 

protocol takes a long time for restructuring the network. Second, the protocol needs to 

exchange a large amount of control packet for route maintenance.  Instances of 

proactive routing protocols are CGSR (Ching-Chuan, Hsiao-Kuang, Winston and 

Mario, 1997:197), DSDV (Perkins and Bhagwat, 1994:234), and TBRPF (Bhargav, 

Richard and Fred, 2004:1).  The reactive routing protocol, on the other hand, depends 

on on-demand driven concept. According to the protocol, a node only executes route 

finding activities whenever it desires to communicate with a destination. The benefits 

of this concept are that the network consumes low route maintenance cost and the 

dynamic topology network is easy to manage. Contrary to the proactive routing 

protocol, the reactive routing protocol consumes high latency time in route discovery. 

For each route discovery activity, network must employ a log of control packet that 

leads to network clogging. There are many proposed reactive routing protocols 

include Ad-hoc On-demand Distance Vector (AODV) (Perkins, 2003:1) and Dynamic 

Source Routing (DSR) (Johnson and Maltz, 1996:153). The hybrid routing protocol 

incorporates advantages of both proactive and reactive routing protocols.  

Conceptually, the hybrid routing protocol divides network into groups. Each group 

realizes its member nodes as prospects in which routes among the prospects are 

proactively establishes. When communication across groups is required, the protocol 

carries out on-demand route finding strategies to establish routes among groups. 

Therefore, the performance of network that use the hybrid routing protocol is 

depended on amount of nodes proactively activated and type of traffic volume. An 

example of the hybrid routing protocol is Zone Routing Protocol (ZRP) (Zygmunt  

and Marc, 1997) and Broadcast Resolution Protocol BRP (Zygmunt, Marc and Prince, 

2002). 
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There are some studies concerned with architectures of QoS model for 

supporting MANET (Nikaeing and Bonnet, 2002:1; Chen and Heinzelman, 

2004:1715). The main purpose of these studies is to indicate which QoS parameters 

should be used in each network layer. These studies do not explain the application of 

using QoS parameters with ad hoc network routing protocol.  The other studies 

associated with design and implement routing scheme for wireless ad hoc networks to 

support QoS, for example, Akkaya and Younis proposed an energy-aware QoS 

routing protocol for wireless sensor networks (Akkaya and Younis, 2003:710). The 

protocol concerns with finding an optimal path based on measuring energy 

consumption, error rate and end-to-end delay so that bandwidth of a path can be 

guaranteed as well as providing the most-efficient-consumption path in wireless 

sensor networks. In a wireless sensor network, nodes are grouped in clusters. Each 

cluster has a gateway node which acts as a router for communicating with the other 

cluster. For energy-aware QoS routing, the topology of network is realized as a tree 

where the energy resource metrics are reported by one-hop neighbor. In my opinion, 

the protocol that requires dedicated gateway nodes may not work well with high 

mobility network. The mobility of nodes makes a possibility that a gateway node may 

be out of communication range of the other gateway nodes and the entire cluster will 

not be able to communicate with the others in the network. Sun and Hughes proposed 

Adaptive Multi-path Routing (AMPR) (Sun and Hughes, 2003: 408) to work with a 

number of QoS parameters including end-to-end delay, packet loss, bandwidth and 

signal-to-noise. This routing scheme relies on aggregated values of QoS parameters as 

well as decision making model that enable nodes pickup the good routes. The main 

concept AMPR is based on source routing scheme that is similar to DSR. The 

difference is that AMPR allows route information attached with metric values to be 

sent along the finding path and the source node is responsible for choosing the best 

path. Though AMPR establishes high quality multiple paths, I argue the concept of 

path discovery of AMPR that the established paths of AMPR are not disjointed so that 

the protocol may not gain advantage from multi-path discovery in high mobility 

networks. Chen and Heinzelman introduced a protocol to discover a quality route 

using estimated residual bandwidth. According to their proposal, each node in a 

network has to calculate bandwidth consumption and disseminate the bandwidth 
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information to its neighbors. Consequently, the residual bandwidth is estimated during 

route discovery period. The model proposed by Chen and Heinzelman is applicable 

for hop-to-hop single path routing like AODV. Nevertheless, usage of this protocol 

may face a difficulty that the protocol requires knowledge of bandwidth requirement 

from working application. Thus, the application may be equipped with a feature of 

estimation of bandwidth consumption.    

 

2.2 Dynamic Source Routing (DSR)  

 

The Dynamic Source Routing protocol (DSR) (Johnson and Maltz, 1996:153) 

is a single path routing protocol for mobile ad hoc networks which have up to about 

two hundred nodes. The protocol does not need any network infrastructures but nodes 

in a network must cooperate in discovering topology of the network. The cooperation 

of network nodes involves with forwarding packets among each other to enable 

communications over multiple hops when nodes are not in the wireless transmission 

range of one another.  

The highlight of DSR is that the protocol automatically determines and 

maintains all routing when a node join or leave the network with low overhead and 

reacts very quickly to changes in the network. The principle of DSR consists of 

following rules; 

1. Every node in a network has a route cache to maintain routes from it to 

destinations. For example, if communication between node A and node D requires 

intermediate hops B and C as illustrated in the figure below; 

   A -> B -> C -> D 

Then, node A maintains route information to D by A -> B -> C -> D and B 

maintains route information to D by B -> C -> D  

2. When a source needs to submit data to a destination, if source found a 

route to the destination in its route table, the source always attaches source route 

information with data packets. This source route information is used as topology map 

from source to destination. Intermediate nodes use the source route information to 

decide if it should participate in forwarding the packet. Source route information is 

truncated by the intermediate node before forwarding the packet. For example of a 
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route from A -> B -> C -> D, source route information launched by A is  B -> C -> 

D. When B receives a packet from A, the intermediate node B forward source route 

information to C by C -> D.  

3. The DSR protocol is composed of two main mechanisms that work 

together to allow the discovery and maintenance of source routes. They are;  

3.1 Route Discovery - the mechanism which is only activated by a 

source node to obtain a route to a destination when the source attempts to send a 

packet to the destination and does not already know a route to the destination. 

3.2 Route Maintenance - the mechanism by which a source node is able 

to detect, while using a source route to the destination, if the network topology has 

changed such that the route to destination becomes invalid because a link along the 

route no longer works. When Route Maintenance indicates a source route is broken, 

the source can invoke Route Discovery again to find a new route for subsequent 

packets to the destination. Route Maintenance for this route is used only when the 

source is actually sending packets to the destination. 

The main concepts of DSR are dedicated to Route Discovery and Route 

Maintenance. For Route Discovery, when a source originates a new packet addressed 

to a destination node, the source broadcasts a control packet call Route Request 

(RREQ). The RREQ is handled and forwarded by the sequence of hops that the 

packet is to follow on its way to the destination. To handle an incoming RREQ, an 

intermediate node finds a route in its route cache, if a route is found, the node returns 

the route information back to the source with a Route Reply packet (RREP). If no 

route is found in the cache, the intermediate node attaches the RREQ with its own 

information and forwards the RREQ to its neighbors.   

For example, suppose a node A is attempting to discover a route to node D.  

The RREQ initiated by A would proceed as follows: 

 

 A -> (RREQ-A) B -> (RREQ-A,B) C ->(RREQ-A,B,C) D 

 

In the case of Route Maintenance, during data transmission using a source 

route, each node transmitting the packet is responsible for confirming that data can 

flow over the link from that node to the next hop. For example, in the situation shown 
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below, node A has originated a packet for node D using a source route through 

intermediate nodes B and C: 

 

  A -> B -> C -> D 

 

In this case, node A is responsible for the link from A to B, node B is 

responsible for the link from B to C and node C is responsible for the link from C to 

D. A node can find a broken link by checking acknowledgements of data packet sent. 

For instance, when node A sends a packet to B, A expects to receive an 

acknowledgment from B. If there is no acknowledgement within a certain period, A 

determines that link from A to B is invalid. Theoretically, acknowledgements are often 

provided at no cost because they are often in a part of MAC sub-layer standard. 

However, it is necessary that the DSR must be tied up with MAC sub-layer protocol 

in order that the network protocol can receive broken-link-report from MAC sub-

layer.   

When a node is reported a broken link, it removes this link from its route 

cache, initiates a Route Error packet (RERR) and submits the RERR to associated 

nodes. Related nodes, when receive the RERR, do the same way as their reporter did 

and forward the RERR to the next hops in order that all participating nodes in the 

route eliminate the broken link in their route cache.  

Though DSR has fast response to network change and consumes low 

overhead, the protocol is still facing some limitation. Firstly, the number of nodes is 

limited by the protocol because data packet size becomes bigger when network grow 

and the efficiency of the network will dramatically dropped. Secondly, the protocol 

does not concern about performance of established route. Frequently, a route 

discovered by DSR has poor performance and is not reliable. Thirdly, the protocol 

establishes only one route for each route discovery activity. As a result, the high 

mobility network may be suffered from high packet drop rate caused by route 

invalidation.  
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2.3 Ad Hoc On-Demand Distance Vector Routing (AODV) 

 

The Ad Hoc On-Demand Distance Vector Routing (AODV) (Perkins, 2003:1) 

is an on-demand routing protocol like DSR. AODV attempts to recover DSR 

disadvantage by allowing each node indicates route for data traveling instead of 

attaching route information with data packet from the source. Therefore, AODV is 

able to handle larger networks. However, AODV still retains the desirable feature of 

DSR that routes are maintained only between nodes which need to communicate.  

Similar to DSR, AODV deals with route table management and requires route 

discovery and route maintenance mechanisms. Nodes in a network have to 

maintaining route table information even for short-lived routes. A route table entry 

consists of following fields: 

- Destination IP address 

- Destination sequence number 

- Number of hops needed to reach destination 

- Next hop 

- List of precursors 

The main idea of route table management of AODV is that, for each 

destination, a node keeps only one-hop neighbor’s information.  

 

 
Figure 2.1  Example of Network Topology from S to D  

 

I explain how AODV work by starting with an instance of network, as shown 

in figure 2.1, where node S and D are the pair of communicators. To establish a route 

from S to D, S broadcasts a Route Request packet (RREQ) to its neighbor. The RREQ 

contains following information: 

- Source IP address : the address of S 
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- Request ID : the counter maintained by S 

- Destination IP address : the address of D 

- Source sequence number : a sequence counter used in the route entry 

pointing towards the source of the RREQ 

- Destination sequence number : a sequence number assigned and 

incremented by D 

- Hop count : number of hop to the packet has made 

The Request ID is the counter maintained by S that is incremented each time 

S’s RREQ is broadcasted. Therefore, the combinations of Source IP address and 

Request ID can identify the uniqueness of the RREQ that allow any nodes verify and 

discard the duplicated RREQ.  

 

 
Figure 2.2  The Direction of RREQ Broadcasting from S to A  

 

Besides the Request ID, the RREQ of AODV uses another two control 

numbers, which is Source sequence number and Destination sequence number, to 

control unnecessary RREQ packets floating in the network and avoid the Bellman-

Ford “counting to infinity” problem. These numbers are described shortly.  

According to the figure 2.2, when the RREQ reach A, A makes a reverse route 

entry for S and find a route to D in its route table. If A does not have routes to D, then 

A rebroadcasts the RREQ.  
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Figure 2.3  The Direction of RREQ Forwarding from S to D  

 

 

 
Figure 2.4  The Direction of RREP Forwarding from D to S 

 

As shown the figure 2.3, B and C do the same process as A did until the 

RREQ reach D. D, which is the destination, sends a Route Reply packet (RREP) to S 

by via C and A respectively. The RREP contains following information: 

- Source IP address : the address of S 

- Destination IP address : the address of D 

- Destination sequence number : a sequence number assigned and 

incremented by D 

As I described the elements of the RREQ, if S has never known D, then S 

assigns the Destination sequence number values zero. The Destination sequence 

number will be incremented by D and put into the RREP. The figure 2.4 illustrated 

the direction of RREP that is forward from D to S. In the mean time, all participant 

nodes, which receive the RREP, keep the route information to D in their route tables.  
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Figure 2.5  The Direction of RREP Created and Sent by A When A Has a Route to D 

 

Notice that an intermediated node (A or C in this case) can also create and 

send a RREP to S if the node finds a more recent path than the one previously known. 

The more recent path is determined by the Destination sequence number. As 

illustrated in the figure 2.5, if A has a route to D and the Destination sequence number 

in A’s route table is greater than or equal to the Destination sequence number 

appeared in the RREQ, then A determines that the path A has is a fresh enough path. 

Contrary, the less Destination sequence number in A’s route table means that the 

route to D in the route table of A is out-of-dated. 

For the AODV, each intermediate node must maintain reverse route entry in 

its route table when the node receives the RREQ, for example, A creates a route entry 

to destination S when A receives the RREQ from S. In the case, the Source sequence 

number in the RREQ is used to determine the fresh-enough paths.  

In the case of route maintenance, associated nodes are responsible for 

monitoring the link status of next hops in active routes. To check the connectivity, 

nodes that are parts of an active route broadcast a Hello message for every specific 

time. If the neighbors do not receive the message with in a certain period, the 

neighbor nodes may assume that the link is currently lost. Besides sensing Hello 

messages, a node may be notified link failure by other ways. Firstly, a node may 

consider broken link when data packet cannot be sent within active-route-timeout 

interval. Secondly, a node may be informed Route Error messages (RERR) from other 

nodes. When a node found a lost link, it performs following steps: 

1. Invalidating existing routes in its route table 

2. Listing affected destinations  

3. Determining which neighbors may be affected 
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4. Increment the prior destination sequence number and include the new 

destination sequence number N in the Route Error packet (RERR) 

5. Delivering an appropriate Route Error packet (RERR) to such neighbors 

Associated nodes that receive the RERR can invalidate existing routes by 

marking its route to the destination as invalid. When the source S receives the RERR, 

it initiates a new route discovery for D using destination sequence number at least as 

large as N. When D receives the new route request with destination sequence number 

N, D will set its sequence number to N unless  the destination sequence number that is 

held by D is already larger than N. 

AODV results advantages that the latest routes to destination can be 

established on demand and low connection setup delay. Nevertheless, AODV lacks 

support for high throughput routing metrics. AODV is designed to support the 

minimum hop count which has a tendency to have longer distance between each hop 

in a route and encounter a higher risk of broken link. As a result, AODV is possible to 

establish inconsistent and low performance routes.    

 

2.4 Split Multipath Routing Protocol (SMR) 

 

Split Multipath Routing Protocol (SMR) (Lee and Gerla, 2001:3201) is an on-

demand routing protocol that aims to establish a set of disjoint paths from a source to 

a destination. The protocol based on dynamic source routing scheme and algorithm to 

discover maximum number of disjoint paths. Similar to DSR, SMR requires route 

discovery and route maintenance mechanisms that use source routing approach so that 

route request, route reply and data packet are transmitted along with source route 

information. However, SMR has two main differences from DSR. Firstly, for SMR, 

the intermediate nodes are not allowed sending route reply messages (RREP). This 

rule relies on the idea that destination is responsible to establish a set of disjoint paths 

by learning all available routes from source. Secondly, duplicated route request 

(RREQ) messages are dropped only the messages generate multiple paths that are 

mostly overlapped. For DSR, the protocol reduces number of RREQ floating in 

networks by allowing nodes drop every duplicated RREQ which nodes have ever 

forwarded. This strategy is traded with the limitation of ability to establish only one 
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route.  Instead, SMR allows intermediate nodes not only forward the first received 

RREQ but also rebroadcast all duplicate packets that traversed through other different 

incoming links whose hop count is not larger than that of the first received RREQ.  

There are two main routing processes for SMR; route discovery and route 

maintenance processes. When the source needs to discovery a set of disjoint route, it 

launches a RREQ that contains its address and a sequence number. Intermediates, 

who receive the RREQ, can either attach its address to the RREQ and forward the 

packet or drop the packet. Intermediates are allowed to forward the RREQ only if the 

packet traverses through different incoming link from the previously received RREQ 

and hop count is not large than those of received RREQ. This method causes all 

available routes information can be forwarded to the destination so that it can select 

the routes.    

When the destination node receives the first RREQ, it sends RREP that 

contains all associated node addresses for the entire path via this route. Later, the 

destination must wait for a certain period to collect more RREQ from different links 

and pick up a set of routes. To select the routes following criteria are applied: 

1. The selected route must be maximally disjoint to the route that is already 

replied.  

2. If there is more than one maximally disjoint route, then the shortest hop 

distance route must be chosen. 

3. If there is more than one maximally disjoint route and their hop distance 

are equal, then the quickest among them are selected. 

Finally, all selected route information is replied to the source with RREP 

through discovered routes.    

Route maintenance of SMR is similar to that of DSR. When a node fails to 

communicate to its next hop, it sends a route error (RERR) back to its original node. 

The RERR is consequently forwarded to the source and the source removes the 

broken route from its route table. Finally, the source node can perform one of these 

two alternatives: 

1. Immediately reinitiate the route discovery in order to maintain the number 

of active routes as equal as a threshold. 
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2. Use the rest of active routes until there are no more routes available. When 

there is no active route, the source initiates the route discovery again. 

The communicating nodes can exchange data through multiple routes using 

per-packet allocation scheme that is a data delivery technique by splitting data into 

pieces and sending pieces of data through multiple routes simultaneously.  

There are some advantages for SMR. A benefit is that SMR is capable to 

discover maximum number of disjoint route. Moreover, nodes use less memory for 

route cache because SMR allows only source maintain route information to 

destination and the intermediates do not reply source route information from its cache. 

However, there are some arguments for this protocol. First, when a node is allowed to 

forward a RREQ more than one time, it is possible to have large number of RREQ 

packets traveling in the network. Second, like DSR and AODV, SMR does not have 

an efficient throughput routing metrics. Instead, it realizes the minimum hop route to 

be the best route.  

 
 
2.5 QoS-aware Routing Based on Bandwidth Estimation 

 

One of challenges of development of MANET routing protocol is the design 

of routing protocol to support quality of service (QoS) that guarantee the performance 

of established routes in the network. There are many considerations for QoS, 

including network congestion, signal strength, packet delivery, bandwidth and delay 

jitter. In 2005, Chen and Heinzelman proposed some techniques of bandwidth 

estimation as well as a MANET protocol that is based on AODV (Chen and 

Heinzelman, 2005: 561).  
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Figure 2.6  The Interference Range and Two-hop Neighborhood Range of Node A 

Source:  Chen and Heinzelman, 2005: 561. 

 

According to Chen and Heinzelman’s proposal, approximate residual 

bandwidth is estimated during routing establishment period. The key concept of 

bandwidth estimation is that each node calculates the residual bandwidth within two-

hop neighborhood range. Chen and Heinzelman referred the reason of using two-hop 

neighborhood range with IEEE 802.11 MAC that, for a wireless channel, the 

interference range is normally twice the transmission range. As shown in the figure 

2.6, the big circle represents the interference range of A whereas B and C are in the 

transmission range of A. D and E, which is in the transmission range of B and C 

respectively, is realized as the second-hop neighbor of A. Therefore, A estimates the 

residual bandwidth by relying on B, C, D and E’s bandwidth usage. 

 

Table 2.1  The Structure of Bandwidth Information Broadcasted by Node A. 
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To enable a node calculates the residual bandwidth, each node periodically 

calculates its current bandwidth usage, attached the current bandwidth as well as 

bandwidth consumption of its one-hop neighbors with a hello message and broadcast 

the hello message. The structure of bandwidth information is represented by the table 

2.1. The first row is the node’s own information and the following rows are 

neighbors’ information. When a node receives a hello message for its neighbor, the 

node will know the second-hop neighbors from the message. Consequently, nodes in 

network keep this bandwidth information in the buffers. Finally, the residual 

bandwidth can be simply calculated by: 

  

 weight factor = (RTS + CTS + (Data + MACHdr + IPHdr) + ACK)  / Data 

 residual bandwidth = ( raw channel bandwidth – overall consumed 

bandwidth ) / weight factor 

 

Where RTS, CTS and ACK are the size of control packet of MAC layer, Data 

is the size of data, MACHdr is the size of MAC header and IPHdr is the size of IP 

header. For example, if data has 1500 bytes length, then weigh factor should be: 

 

   (44 + 38 + (1500 + 52 + 20) + 38) / 1500 = 1.128 

 

As I mentioned previously that a modified AODV was proposed to implement 

with residual bandwidth quality of service. To incorporate the residual bandwidth in 

the AODV, route request packet (RREQ) and route reply packet (RREP) of AODV 

are modified. In addition, implementing of the routing protocol also requires 

knowledge of bandwidth a node minimally needs for its running application. In fact, 

this QoS-aware routing protocol has two models; admission and adaptive. The 

admission model supports applications that require the network to guarantee 

minimum bandwidth. The adaptive model is more relax. The model works with 

applications that can adjust coding rate according to available bandwidth reported by 

the network.  
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Figure 2.7  Node’s Decision after Receiving a RREQ 

Source :  Chen and Heinzelman, 2005: 561. 

 

When a source initiates the route discovery process, the source broadcast a 

route request packet (RREQ) that contains model-flag (admission or adaptive), 

bandwidth request, minimum bandwidth and AODV REQ header. After receiving the 

RREQ from the source, an intermediate calculates it residual bandwidth and makes 

decision according to the figure 2.7. In the case of the model-flag is the admission 

model, if the residual bandwidth is greater than the request bandwidth, the 

intermediate forward the RREQ, otherwise they discard the packet.  If model-flag is 

the adaptive model, the intermediate compares the residual bandwidth with the 

minimum bandwidth. The intermediate will update the minimum bandwidth if the 

residual bandwidth dropped underneath the minimum bandwidth. Finally, the node 

forwards the RREQ. 

When the destination receives the RREQ, it performs the same procedures as 

what the intermediates did and executes the final check procedure. The final check 

procedure associates with recalculation of minimum bandwidth (MinBandwidth) that 

is depended on the number of hops (HopNumber). The new minimum bandwidth 

value can be computed by;  
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   MinBandwidth = MinBandwidth / HopNumber 

 

Finally, the destination sends the RREP that contains MinBandwidth and 

AODV RREP header to the source. When intermediates receive the RREP, they 

update the MinBandwidth in their route tables and forward the RREP to the source. 

Similar to AODV, QoS-aware routing uses hello message to detect route 

availability. However, QoS-aware routing protocol requires some additional processes 

regarding disseminate bandwidth information among nodes. These processes are 

adopted in order to solve problem when a node finds a broken link and reports the 

route error (RERR) to the other participants. When the source receives a RERR, the 

node generally initiates a route discovery. During route discovery interval period, it is 

possible that other intermediates have not yet updated bandwidth information of their 

neighbors. If intermediates cannot update their buffers in a timely fashion, the 

established route may not be good enough to support upper layer applications.   

To solve mentioned problem, QoS-aware routing utilizes another type of Hello 

message called “Immediate Hello Message” besides RERR. The structure of 

Immediate Hello Message is exactly the same as that of hello message except for the 

message header that allows a node extinguishes an Immediate Hello Message from a 

regular hello message. When an error is found, the node which report route error will 

broadcast an Immediate Hello Message immediately after sending RERR to 

participants. Consequence of receiving the Immediate Hello Message, a neighbor will 

suddenly start over broadcasting its regular hello message. Finally, an intermediate 

node is expected to receive both RERR and bandwidth information almost the same 

time and the node can eliminate the broken route from its route table as well as adjust 

bandwidth information from its buffers. 

 

2.6 Linear Regression Model 

 

The linear regression model (Erwin, 1999) is a statistical model that is based 

on equation;  

 y = α + βx     

 



 
 

26 

 

The model is beneficial for investigating the dependence between two 

variables; x and y. The variable x is called the “independent variable” that is 

controlled by an observer. The variable y is the variable the observer is interested in 

which the value of y is depended on x. An example related to this paper are the radio 

signal strength y dBm on the distance between two nodes x. In the linear regression 

model, the value of y varies by the value of x is in a straight line manner. Therefore, 

the direction of the change of y is defined by two constants; α and β where  α is y-

intercept and β is the slope of the line.  

 

Figure 2.8  The Relationship between Values of x and y in a Linear Manner 

 

To build a linear regress model, a number of historical data of x related to y 

are collected. Consequently, α and β are calculated by statistical methods. As 

illustrated in the figure 2.8, dots in the chart are values of x and y. When the model is 

built by identifying α and β, The model will come up with a regression line that 

shows the dependence of y on x. 

Initially, the coefficient of x and y is calculated. The coefficient of x and y can 

be realized as the population covariance of x and y. When dot (x1, y1), (x2, y2), … , (xn, 

yn) are plotted into a two-axis chart, the model needs to know the degree how much 

scatter of the dots are. Thus the coefficient of x and y can be computed by:  

    (1) 

where cov(x,y) = coefficient of x and y,   

xi = value of x,  

yi = value of y,  

cov(x,y) = 
∑(xi-xavg)(yi-yavg)
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yavg = average y,  

xavg = average x,  

n = number of x or y. 

Next, the variance of x is computed. The variance of x is the measurement of 

deviation of population x1, x2, …, xn. The representation of this measurement can be 

referred as square of standard deviation (or variance). The computation of variance of 

x is as following formula: 

     (2) 

where  

S2
x = variance of x, 

xi = value of x,  

xavg = average x,  

n = number of x. 

To find the value of α and β using statistic model, the following formulas are 

used: 

     (3)  

 α = yavg - βxavg       (4) 

where  

ß = the slope coefficient derived from linear regression,  

cov(x,y) = coefficient of x and y referred in the equation (1),   

S2
x = variance of x referred in the equation (2), 

α = the intercept of y axis, 

xavg = average x,  

yavg = average y. 

As a result, ß will always lie between 1 and -1. The linear regression model 

can be used for predicting the future value of y by representing x.  

 

S2
x = 

∑(xi – xavg)2

n -1

cov(x, y) 
β =  

S2
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CHAPTER 3 

 

THE PREDICTIVE MULTIPATH ROUTING PROTOCOL (PMP) 
 

3.1 Overview of PMP 

 

The Predicted Multipath Routing Protocol (PMP) is an on-demand routing 

protocol that bases on source routing scheme. According to PMP, nodes in network 

maintain their own route table that is incorporated with a number of routes and 

measurement parameters. When nodes in network use PMP to obtain sets of route to 

destinations, routes in each route set are prioritized by network efficiency 

measurements. Consequently, each node chooses the most efficient route to be the 

primary route and the others to be the backup routes. Data can be exchanged along 

with the active route. When the active route is invalid, the node picks up the best 

among the backup routes to be the successor.  

PMP is incorporated with two types of network measurement. The first 

measurement is called “Degree of Path Availability (DA)” which targets on predicting 

future availability of a route. The second measurement associates with measuring 

efficiency of a route and is named “Estimated Path Throughput Value (ETV)”.   

There are three main processes for PMP: node probing, route discovery and 

route maintenance. Node probing is a process that enabling nodes in network collect 

data to measure a path. Route discovery associates with establishment of a set of high 

quality paths using path efficiency prediction models and path shortening function. 

Route maintenance concerns with how associated nodes of a path perform when a 

node finds that the path become invalid.  

 

3.2 Path Robustness Measurement  

 

In MANET, change in network topology is a major factor for path availability. 

Since it is difficult to discover location of nodes without using special equipments 



 

29

(Doval and O’ Mahony, 2002), I adopt investigation of signal strength as a 

measurement of robustness of a path. The measurement of a path robustness aims to 

predict the future survival of a path. To allow a node knows signal strength of its 

neighbours, all nodes in network must execute node probing process that each node 

broadcasts dedicated pulse packets for every certain period. When a node receives a 

pulse packet from its neighbours, it keeps signal strength information in a window for 

a particular period. Consequently, the node is able to calculate potential signal 

strength and the packet loss ratio as well as anticipate the future values of these 

metrics. 

My approach bases on an assumption that all nodes in the network use the 

same equipments and are in the same environment. Therefore, the measurement of a 

link can be scaled by using simplex scheme. For instance, if there is a link between 

nodes X and Y, I assume that the signal strength of X received by Y and of Y 

received by X are equal. As a result, this link is simply measured by investigating X’s 

measurement.  

When a node moves, depending on the direction and speed, it is possible to be 

out of communication range of its neighbours and causes link failure. If a node moves 

further, the signal strength will be decreased. The signal strength can be measured 

using the Receive Signal Strength Indicator (RSSI) (IEEE, 1999). The RSSI is a 

parameter reported by a network interface card that has value between 0 to RSSIMax 

(IEEE, 1999). Since there is no standard for RSSIMax value which is differently 

defined by different hardware vendors (Pavon and Choi, 2003:1108), I normalize 

signal strength metric by  

 

RSSINorm = RSSI / (RSSIMax + 1)     

 

where RSSINorm is the value of normalized signal strength and 0 ≤  RSSINorm  ≤ 

1. For example, when RSSIMax equals to 31, the RSSI of 16 makes the value of 

RSSINorm to 0.5. 
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Figure 3.1  Relationship between RSSI and Distance 

 

 
Figure 3.2  Relationship between RSSI and Time When Nodes Move at 25m/s 

 

By nature of radio signal propagation in free space, radio signal power is 

proportional to the inverse of the square of distance from the source. Typically, the 

radio signal power is valued by mW or dBm, that mW reports the rate of radio wave 

energy, and dBm is a product of logarithmic function of mW (IEEE, 1999). Even 

though there is no standard of relationship between RSSI and radio signal power 

metric, most of hardware vendors define value of RSSI based on dBm. Therefore, for 

a range of distance, the relationship between RSSI and distance will be logarithmic. I 

experiment in my simulation for two nodes that move apart with constant speed as 

shown in figure 3.1 and 3.2. In the figure 3.1, the results have shown that the RSSI 

correlated with a range of distance in logarithmic. As illustrated in the figure 3.2, 

when the nodes move apart with aggregate constant speed at 25 m/s, the relationship 

between RSSI and time will be as same as that is shown in the figure 3.1. Hence, I 

employ a linear regression model for forecasting the potential RSSINorm. The 
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regression model is a probabilistic model that based on statistical information. The 

model can be described by  

 

y = α + βx     

 

where y is a dependent variable, x is an independent variable, α is y-intercept 

and β is the slope of the line. 

 

 
Figure 3.3  A Chart of Two Regression Lines L1 and L2 

 

To compute potential RSSINorm, every node has a window of size m to keep the 

RSSINorm value for every probing time i. In the figure 3.3, the potential RSSINorm 

depends on historical data during last w time. If the regression line L1 is the increasing 

line then the anticipated signal strength for the next time u will be FS1. On the other 

hand, if the regression is decreasing as shown with L2 then the predicted signal 

strength decreases to FS2. In the case, α is the signal strength of time t-w and I can 

compute ß which is the slope coefficient derived from linear regression based on 

historical signal strength data from time t-w to time t by   

 

     (1)   

     (2) 

 

cov(TU, SS) 
β =  

S2
TU 

S2
TU = 

∑(TUi – TUavg)2

m -1 
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    (3) 

where  

ß = the slope coefficient derived from linear regression,  

cov(TU,SS) = coefficient of time unit and signal strength,   

S2
TU = variance of time from time t-w to time t, 

TUi = time unit of time i from time t-w to time t,  

RSSINorm-i = RSSINorm of time i from time t-w to time t,  

RSSINorm-avg = average RSSINorm from time t-w to time t,  

TUavg = average time unit from time t-w to time t,  

m = number of window size to keep the signal strength value for every probing 

time.  

From the current time t, if u is a certain time next from t that a node must 

sustain the path availability, the node forecasts the potential signal strength from its 

neighbour of time t+u by: 

 

RSSINorm (t+u) = min(1, ßu + RSSINorm -t )     

 

where RSSINorm (t+u) is the normalized potential signal strength for the 

neighbour at elapsed time u and 0 ≤ RSSINorm (t+u) ≤ 1, RSSINorm -t is the normalized 

signal strength of current time t, and ß is the slope coefficient.  

The signal loss from a single link causes the whole path fail. I therefore 

consider the minimum normalized signal strength of links in the path to justify future 

survival of the path with k links by: 

 

DA = min(RSSINorm-1, …,RSSINorm-j,…, RSSINorm-k)   

 

where DA represents the Degree of Path Availability and RSSINorm-j is the 

potential normalized signal strength of link j in the path.  

 

 

 

cov(TU, SS) =  
∑(TUi-TUavg)(RSSINorm-i-RSSINorm-avg)

m - 1
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3.3 Path Efficiency Measurement  

 

The path efficiency measurements focus on estimated total number of data 

packets launched for one data packet successfully delivered. The estimation of 

number of packets is basically derived from packet loss ratio. The packet loss ratio is 

the proportion of a packet that is not successfully received to total packet transmitted 

within a certain period. During a period when a node receives pulse packets from its 

neighbour, it can compute packet loss ratio of its neighbour. Finally, the estimation of 

end-to-end total packets can be achieved by using a statistical approach. In the case, I 

introduce a metric called the Estimated Path Throughput (ETV).  

 

3.3.1  Packet Loss Ratio 

The packet loss ratio is the proportion of number of packets that was losing 

during data transmission to number of total packets a node submitted. The packet loss 

ratio requires collection of link pulse data. According to pulse a link, a node 

broadcasts a dedicated packet for every fixed period t. The neighbour keeps the pulse 

data in the window during the last w seconds. For every time t, a node investigates the 

number of pulse in window M and calculates the average packet loss ratio by: 

  
where R is the average packet loss ratio. P is the number of pulse received in 

the window of size m. E is the number of pulse that should have been received. The 

loss ratio is consequently used for path throughput computation. 

 

3.3.2  The Estimated Path Throughput  

The Estimated Path Throughput is a measurement based on the number of 

potential packets that are completely sent by the source and received by the 

destination within a certain period. The path throughput is impacted by packet loss 

and number of hops in the path. For packet loss of a link, a node must resend a new 

packet if the node found that transmitted packet did not reach the target. If a node has 

to transmit every two packets in order to achieve one packet communication, the 

 
R = 

E - P 

E 
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throughput of a link is likely to be reduced to 50%. In the sense of number of hops, 

when the source transmits a packet, intermediate nodes must repeat the data to its 

neighbours until they reach the destination. If the transmission among nodes is 

perfect, the throughput of a path with two hops is considered to be a half of that of a 

path without intermediate node. It is not necessary that the minimum hop-count path 

has the best throughput. In fact, the minimized hop-count route is likely to have 

longer distance among nodes, making nodes communicate with poorer signal and 

facing more packet loss.  

 

  
Figure 3.4a  A Path without 

                     Intermediate Node      

Figure 3.4b  A Path with One  

                      Intermediate Node 

 

The Estimated Path Throughput Value (ETV) is computed using the estimated 

number of packets flooding in the path within a specific period. The value of ETV is 

between 0 and 1. The figure 3.4a shows the communication between two nodes. If 

there is a perfect communication between node S and D and both of them transmit a 

data packet with the rate 1 packet per 1 unit of time, the ETV is computed by: 

 

  
 

This situation makes the maximum ETV of 1 since there is only one packet 

transmitted in the path. When there is another hop existing in the path as shown in the 

figure 3.4b, there must be at least two packets flooding along the path which spend 2 

units of time to deliver a packet to the destination. If the communications of all nodes 

are still perfect, the ETV becomes 0.5. In the situation where there is 50% packet loss 

with two hops communications, the path is likely to have 4 packets flooding in the 

network or it consumes 4 units of time to completely deliver a packet. Therefore, the 

ETV will be:  

ETV =  
1

Total Number of Packet
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Since the average packet loss ratio is used for estimating the number packets 

flooding along the path and if I define the maximum throughput to be 1, then the ETV 

will be: 

    
Where Ri is the average packet loss ratio of link i and n is the number of links 

in the path.  

 

3.4 Routing Protocol 

   

Basically, the PMP is related to a number of routing functions including node 

probing, path shortening, route discovery, data transferring and route maintenance. 

Nodes which are executing PMP have to maintain a route table for keeping route 

information. The details of routing functions and route table are described in this 

section.   

 

3.4.1  Node Probing  

Node probing is a technique that allows a node reports link status to its 

neighbors and collect linkage quality information from its neighbors.  A node probes 

links by broadcasting a dedicated probe packet for every fixed period. When receiving 

a probe packet, a receiver is also able to get signal strength information reported by 

the network interface card. In the case, the receiving node maintains its neighbor’s 

link information in a window. For example, node X broadcasts a probe packet for 

every period t. The recipient Y keeps probe results in the window of q time slots 

during the last w time units.  
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Figure 3.5  A Window with q Circular Time-slots 

 

I depict the characteristic of the window in figure 3.5. When node Y finds a 

new neighbor node X, Y creates a window which has q circular time-slots and keeps 

the IP address of node X as window identity. For every certain period, Y stores 

received RSSINorm from X into each time-slot. If Y does not receive a prospected pulse 

packet, the next time-slot is filled with blank. As a result, Y can calculate potential 

signal strength, packet loss ratio and ETV when needed.  

To decide whether a neighbor node should be added to or eliminated from a 

neighbor node list, a node uses regression forecasting scheme that is explained in 3.2. 

If the potential RSSINorm is less than a threshold, then the node removes neighbor 

information from the neighbor node list. Otherwise, the node still maintains the 

neighbor node in the list. 

  

3.4.2  Path Shortening  

Path shortening is a function that allows a node recreates a new better ETV 

path from an existing path. Path shortening relies on a concept that number of hop can 

be an influence of ETV. In another word, path with less number of intermediate nodes 

has an opportunity to have better ETV. The path shortening function comprises of two 

activities. The first activity concerns with rebuild the minimum hop path from an 

existing path and the second associates with computing ETV of the new path to 

compare that of the existing path. For instance, when a node receives route 

information from its neighbor’s RREQ, the node checks whether the incoming path 

can be shortened. As illustrated in figure 3.6, a path from S to C can be either S-A-C 

or S-A-B-C. If the path S-A-C has ETV equal to 0.7 while the path S-A-B-C has ETV 

at 0.6. During a period, if C knows that both A and B are the neighbors of C and C is 
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informed route information S-A-B from B but does not receive route information S-A 

from A, C can rebuild a new path S-A-C. Consequently, C recalculates the ETV of S-

A-C to compare with the ETV of       S-A-B-C. If C finds that the path S-A-C has better 

ETV then C reports S-A-C as the path to D. 

 

 
Figure 3.6  Connectivity Graph of Nodes in a Network 

 

I define the path shortening function by  

 

Shorten(InfoRoute-i, IPi) 

 

Where InfoRoute-i is sequences of IP address from source to node i and IPi is the 

IP address of node i which is the current hop. The instance of representation 

according to figure 3.5 is  

 

 InfoRoute-C = { IPS, IPA, IPB , IPC }  

 Shorten(InfoRoute-C, IPC) 

 

The result of Shorten() function is { IPS, IPA, IPC } 

 

3.4.3  Route Discovery 

The route discovery process associates with finding a set of robust and high-

efficient disjoint paths. Route from the source to the destination can be viewed as a 

graph which nodes in the network represent vertices and links between each pairs of 

vertices refers to edges. The disjoint-paths are a set of paths that there is no common 

edge for any paths from the source to the destination. 

The route discovery employs route request/reply strategies to bring up a 

number of candidate routes. When a node needs to communicate with other nodes, it 
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initially finds whether there is at least a route to the destination in its route table. If a 

route or a set of prioritized routes is found, the node utilizes the existing route 

information for data exchange. On the other hand, if there is no route information, the 

node starts up route discovery process by launching a Route Request (RREQ) packet 

over the network.  

A RREQ packet is an IP packet that Options section of IP header is used to 

contain route request information that have following structure.  

 

Table 3.1  The Structure of Route Request 

8 Bits 16 Bits 32 Bits 64 * X Bits 1 Bit 32 * Y Bits 

Type Req ID Destination  Intermediate Info Terminator Recipients 

 

Table 3.2  The Detail Structure of Intermediate Info 

Intermediate Info 

32 Bits 16 Bits 16 Bits 

Intermediate Address Packet Loss Ratio RSSINorm 

 

The first field of route request information is Type. The Type is used to 

distinguish between different categories of packet used for PMP. The Req ID is 

identity of a RREQ packet. This field allows a node that received the RREQ to 

determine whether the packet is a new packet or an expired packet. The Destination 

represents IP address of the destination node. The Intermediate Info refers to an array 

of 64 bits data chunk of information of each hop. Each chunk consists of three 

elements. The first element is Intermediate Address that identifies IP address of next 

hop. The second and third element is Packet Loss Ratio and RSSINorm that indicates 

the value of packet loss ratio and normalized signal strength of next intermediate 

node. The Intermediate Info is ended by the Terminator. In fact, the Terminator is a 

special character which separates the Intermediate Info and Recipients information. 

The Recipients represents an array of IP address of nodes that are intended to be 

recipients of the RREQ. A node identifies the recipients by investigating its neighbor 

node list that is explained in 3.4.1. 
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After broadcasting the first RREQ, the source node will wait for a certain 

period in order to receive a number of Route Reply (RREP) packets from the 

destination. If the source does not find any replies from the destination, it reattempts 

to find routes by launching another RREQ. The source will cease route discovery 

process when a number of RREQs are launched without receiving any RREP. 

The route discovery allows only the destination node to send the RREP back 

to the source in order that a set of qualified routes can be generated. Every 

intermediate node maintains a RREQ cache to temporarily keep incoming active 

RREQs. When an intermediate node receives a RREQ, it decides whether the packet 

should be dropped by performing the following instructions: 

Step 1. If the Req ID of the RREQ is a duplicated number then drop the 

packet, otherwise go to the next step.  

Step 2. Check the source route information in the RREQ. If the node’s 

neighbors are listed in route information, then perform path shortening function to 

recreate new source route information.  

Step 3.  Review the source route information. Compute the Degree of Path 

Availability (DA) of the path from source to itself. If the DA is less than the DA 

threshold, then the node drops the packet. Otherwise, go to the next step. 

Step 4.  Keep the RREQ information into the cache, update the RREQ with the 

new source route information (Intermediate Info) and assign node’s neighbors to be 

the Recipients of RREQ.   
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Figure 3.7  Route Information That is Submitted Each Hop. 

 

To build the new source route information, an intermediate node attaches 

Packet Loss Ratio and RSSINorm of its preceding link with the source route 

information and forwards the RREQ to its neighbour. The instance of how source 

route information and path measurements values are attached with a RREQ is 

illustrated in the figure 3.7. The figure 3.7 shows route information that is submitted 

each hop where λ refer to RSSInorm and ε refer to ETV. When node 1 receives a 

RREQ from S, it attaches the RSSInorm of S (λS1) and ETV of S (εS1) with the route 

request and then broadcast the RREQ. When node 2 receives a RREQ from 1, it also 

attaches the RSSInorm of node 1 (λ12) and ETV of node 1 (ε12) with the route request 

and forward the attached RREQ. The node D, when receives the RREQ from node 2, 

knows the whole path with RSSInorm and ETV of each hop (λS1,εS1 > λ12,ε12 > λ2D,ε2D). 

Then the node D waits for a while to collect more paths. In this case, the node D can 

collect three paths: S>1>2>D, S>3>D and S>4>3>5>D. The node D finally ranks 

these paths, build RREPs and send the RREPs back to the source. 

After receiving the first RREQ, the destination waits for a certain period to 

collect a number of qualified paths. To discover a set of acceptable disjoint paths, the 

destination performs following tasks: 
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1. Compute the DA and ETV of each path. Eliminate paths which have the 

DA lower than a threshold.  

2. Rank the remaining paths by ETV.  

3. Since the problem of finding disjoint path is NP (Bavejay and 

Srinivasanz, 2000:255; Roy and Garcia-Luna-Aceves, 2002:561), the destination node 

realizes the maximum number of accepted paths and ceases choosing the paths when 

the number of accepted paths reaches the threshold.  

All accepted paths and their ranks are contained in RREPs and reported back 

to the source. There may be more than one RREP depending on the number of 

discovered paths. In this case, the destination considers the rank number to be the 

sequence number of RREP. In addition, delivery of RREP packets is in unicast 

manner. Like RREQ, a RREP packet uses Options section of IP header to store 

qualify path information. The structure of Options section of RREP packet is as 

follows: 

 

Table 3.3  The Structure of Route Reply 

8 Bits 16 Bits 8 Bit 32 * X Bits 

Type Req ID Rank  Intermediates 

 

The Type field is an identifier of RREP packet. The Req ID is the number that 

refers to Req ID of RREQ. The Rank is the sequence number derived from path 

ranking process. The Intermediates represents the array of IP address of intermediate 

nodes of the path. 

When receiving the RREP, an intermediate node put the route information into 

the route table in order that the intermediate node can fix a broken route or report the 

broken route to associated nodes when link failure is found. Then the node merely 

forward the RREP back to the next hop until the RREP reaches the source. Finally, 

the source node keeps all received routes information into its route table.  

When the source receives the set of RREP after route discovery, it uses the 

highest priority route as the primary route to deliver data packets and the others as the 

backup routes. If the primary route fails, the second priority backup route is then 
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activated. The source node will execute route discovery processes again when all 

routes are invalidated.  

 

3.4.4  Route Table  

According to PMP, nodes in a network have to maintain a route table. The 

route table has following structure: 

 

Table 3.4  The Structure of Route Table 

4 Bytes 4 Bytes 1 Byte 4 * X Bytes 

Destination Precursor Rank Intermediates 

 

Destination = IP address of the destination. 

Precursor = IP address of precursor. If the node is a source node, this field 

will be empty. 

Rank = Number of priority of the path from 0 1 2 …. 

Intermediates = Array of IP addresses of intermediates. If there is no 

intermediate, this field will be empty. 

 

 
Figure 3.8  A Path from Source S to Destination D 

 

Information stored in a route table can be explained by using the figure 3.8. 

The node S, for example, maintains a route as a variable-length record. A route record 

bases on single direction that is pointed to Destination D. Each route record also 

stores precursor information that is used for route maintenance. In this case, the node 

is a source then Precursor is empty. Each route may incorporate with a number of 

intermediate nodes that are maintained in the Intermediates which is a variable-length 

field, for example, the Intermediates consist of A B and C. Since I use IP address as a 

node identity and each IP has 4 bytes length, the length in bytes of Intermediates can 

be either empty or product of four and the number of intermediate nodes. Therefore, 

the size of the Intermediates field of a route from S to D is equal to 4 x 3 = 12 bytes. 

S B C DA  
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Routes that have the same Destination can be view as a route set. Routes in each route 

set are ranked by ETV that rank number start from 0.   

 

3.4.5  Data Transfer  

When the source node discovers a set of routes to the destination, it attached 

the first-rank route information into the data packet and transmits the packet to next 

hop. For example, if the route from source S to destination D comprises of node A, B 

and C. The source S contains the route information into the data packet by: 

  

 A > B > C  

 

The next participant node A, after receiving the data packet from S, eliminate 

its address from route information and forward the packet to B. The route information 

sent from A is as follows: 

 

 B > C 

 

All participants of this route will forward the data packet until the packet 

reaches the destination. If the current route is found broken, the source node will pick 

up the next-rank route as an active route for data traveling. 

 

3.4.6  Route Maintenance 

The route maintenance process is activated when a broken link or path error is 

found by a node in the network. The path error typically happens when a node, which 

is a member of the path, moves out of communication range of its neighbour or is not 

able to communicate with its neighbour.  

For the PMP, a node detects path errors from two events. The first event 

occurs when a node receives a failure from data link layer during data transmission to 

the next hop. Another event happens when a node does not receive a probe packet 

from its neighbour for a certain period.  

When a node found broken link to the next hop, the node performs following 

instructions: 



 

44

1. Finds a spare path to the destination in the route table. If a backup path is 

found, then the node uses this path as a new active path by put the new source route 

information into the sending packet and go to next step. Otherwise, go to the next 

step. 

2. Generates a route error packet (RERR) that contains broken link 

information and report back to the source.   

The way to deliver RERR is unicast via IP packet. For the RERR packet, the 

Options section of IP packet has following format: 

 

Table 3.5  The Structure of Route Error 

8 Bits 16 Bits 32 Bits 32 Bits 

Type Sequence Number Original Address Broken Address 

 

The Type is a distinguisher of PMP control packet. Sequence Number is the 

number that is generated by the originator of RERR. Original Address is the IP 

address of the node which found broken link and create RERR. Broken Address is the 

IP address of the node that originator found inactive.  
 

When an associated node receives the RERR, it eliminates all inactive paths 

from its route table.  

 

3.5 Simulation and Result Analysis 

 

The simulation shows the experiment of result performances of my routing 

protocol. I benchmarked the PMP with two protocols; DSR and SMR. In my 

dissertation, I did not consider the performance of QoS-based routing protocols that I 

studied. The reason is that these protocols have some limitations that I could not 

explicitly make a comparison with the PMP. Concerning with the modified AODV to 

support residual bandwidth estimation that proposed by Chen and Heinzelman (Chen 

and Heinzelman, 2005:561), I focused on two limitations. First, the protocol needed 

cooperation of application, which was using the network, to report the required 

bandwidth. This is not practical in my simulation. Second, the protocol aimed to find 
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a route that had enough bandwidth while the PMP emphasized on discovering routes 

that had minimum packet loss. Though the shortage of residual bandwidth might 

cause congestion and increasing packet loss, my simulation based on a condition that 

bandwidth was large enough to support data transmission among nodes.  

The other QoS aware routing protocols that I had studied were energy-aware 

QoS routing (Akkaya and Younis, 2003:710) and Adaptive Multi-path Routing 

(AMPR) (Sun and Hughes, 2003:408). For the energy-aware QoS routing, nodes must 

be equipped with sensors to report energy consumption. In the case of AMPR, the 

protocol depended on QoS parameters reported by physical layer such as end-to-end 

delay, bandwidth and signal-to-noise. These were also not practical in my simulation.  

To benchmark the PMP performance, I used Jist-SWANS (Bar, 2004a; Bar, 

2004b) to evaluate and compare the performance of PMP, DSR and SMR (Lee and 

Gerla, 2001:3201). 

 

3.5.1  Environments 

I modeled a network of 50 mobile nodes located randomly within a 1000 by 

1000 meter space. Each node propagated the radio signal at the approximate range of 

250 meters with 2 Mbps bandwidth. The radio propagation in the network has random 

signal-to-noise ratio up to 10 percent.  

The mobility and direction of each node was set to random waypoint speed 

zero to 10 m/s. I used IEEE 801.11b Distribution Coordination Function (DCF) to 

implement MAC protocol. There were ten pairs of clients and servers were assigned 

to transmit constant bit rate (CBR) data for 10 packets per second. The size of data 

payload was 512 bytes. The running simulation time was executed for 300 seconds 

which I recorded result measurement values for every 30 seconds. For the PMP, every 

node broadcasts a probe packet for every one second. The nodes started sending data 

after a 30 second initial timeframe to allow every node submitted a number of probe 

packets until the network was stable. Since the computational times regarding 

forecasting model of the PMP vary by the capability of the processors and other 

resources of nodes, I randomly defined delay time up to 10 milliseconds before 

transmitting data. 
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3.5.2  Performance Measurement 

There were three metrics that I used to measure the performance of the 

protocols (Corson and Macker, 1999) as follows: 

1) Packet delivery ratio: The ratio of the number of data packets  

completely received by the destinations to the number of data packets generated by 

the sources. 

2) Data yield: The ratio of number of data packets completely received  

by the destinations to the number of total data packets floating in the network. 

3) Number of packet dropped: The number of data packets those  

are dropped during data transmission process.    

 

3.5.3  Simulation Results of PMP Comparing with DSR 

The figure 3.9 shows the packet deliver ratio of PMP and DSR. I found that 

the networks begin to be stable after passing the 90 second-running-period. When 

network was stable, the packet delivery ratios of PMP were in between 90%-95%. I 

observed that the packet delivery ratios of PMP were better than those of the DSR. 

This event can be explained that PMP is multi-path routing protocols that have 

reserved routes while the DSR does not have, so that PMP can immediately utilize the 

reserved routes when a broken link was found. In the case of DSR, the protocol must 

reinitiate the route discovery if the active route becomes invalid. Another reason was 

that PMP concerned with picking up more durable routes than those selected by DSR. 

I notice that, route discovery for on-demand routing protocols generally consumes 

time and always causes a number of data transmission failure that impact the packet 

delivery ratio   
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Figure 3.9  Packet Delivery Ratios 

 

In Figure 3.10, I measured the data yields that scale the efficiency of these 

three protocols for every 30 seconds. Basically, there are two factors that impact the 

data yields. The first factor is number of hops from source to the destination and the 

second factor is communication efficiency between each pair of hops. Since PMP 

attempted to find the best end-to-end throughput path while DSR focused on choosing 

paths which have the minimum number of hops, PMP had higher data yields than the 

DSR. According to the simulation results, the data yields of the PMP were 

approximate 4% higher than those of the DSR. This simulation proved that the 

minimum hop number does not necessarily obtain maximum performance.    

 

 
Figure 3.10  Data Yields 
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Figure 3.11  Number of Dropped Packets 

 

Fig. 3.11 depicted the number of packets that are dropped during each 30 

seconds period. For the first 30 seconds, I found that the network had not been stable 

yet. This means that the nodes in network took time in route discovery before nodes 

started sending data. The dropped packets of DSR appeared to be less than those of 

PMP for the first 30 seconds because the DSR consumed less time in route discovery. 

When the network was stable, the dropped packets were in a narrow range between 

200 to 600 packets for each 30 seconds or 7 to 20 packets per one second. This is 

normal because my simulation made total 100 data packets were generated and 

transmitted for each second. If there were approximate 1 to 4 hops from a source to a 

destination, the total number of data packets that were floating in the network for a 

second was approximated 100 to 400 packets. In my simulation, I defined the random 

signal-to-noise ratio at around 10%. Therefore, the theoretical dropped packets for 

each second would be 10 to 40 packets.  

However, I investigated that the dropped packets of DSR during the last 30 

seconds were dramatically increased while those of PMP dropped to zero. This 

phenomenon was resulted from my simulation that nodes totally stopped sending data 

when the running period reached 270 seconds. The reason I continued to observe 

network results for 30 seconds after ceasing data transmission was that I wanted to 

investigate how much data were stored in the buffers and how much data were 
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dropped. The explanation of how data packets ware buffered before transmission is 

illustrated in the figure 3.12. 

 

 
Figure 3.12  Buffering of Data Packet before Transmission 

  

According to the figure 3.12, when a data packet is prepared to be submitted 

from the transport layer, the data packet is not immediately transmitted but the packet 

is pushed into a buffer queue. Then data packets in the queue are consequently 

transmitted in the first-in-first-out manner. A packet will be dropped when the 

transmission is failed, the packet is expired or the buffer is full and there is a new 

packet is pushed into the buffer.  

For the case of DSR, the invalidation of an active route happened frequently. 

When there was no route, data packets were buffered until a route was established. 

During the last 30 seconds of my simulation, there were a large amount of data 

packets stuck in the buffer and all packets could not be released from the buffer 

within 30 seconds. Finally, the large amount of data packets that remained in the 

buffer was dropped and reported.     

To compare overall dropped packets of both protocols, two trend lines were 

drawn. The thick line represents the trend of dropped packets of PMP and the dashed 

line refers to the trend of dropped packets of DSR. These lines show that the tendency 

of dropped packets of DSR is an increasing trend. The direction of this trend is 

opposite to the trend of PMP which declines when network is stable. I explain from 

this issue that the PMP provides multi-path routing while the DSR generates only one 

path for each route establishment. The different routing strategies make the PMP 

maintains more robust routing than the DSR.   
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3.5.4  Simulation Results of PMP Comparing with SMR 

Fig. 3.13a and 3.13b shows the packet deliver ratio of PMP and SMR. I 

observed from the result that the packet deliver ratios of the PMP are higher than of 

those of the SMR by approximately three to five percent. The reason was that the 

PMP has tendency to find better paths than SMR and PMP has more efficient route 

maintenance process than SMR. However, both protocols are satisfactory for a 

mobility network. The ratios increased dramatically for the first 30 seconds and 

climbed up to the maximum value at 300 second simulation time. There is no 

significant difference between packet deliver ratios under circumstance of with radio 

signal fading and without radio signal fading. However, I observed the maximum of 

packet deliver ratio under circumstance of with radio signal fading is higher than 

those of under circumstance of without radio signal fading approximately one to two 

percent. This phenomenon can be explained that under radio signal fading 

circumstance, a node has more chance to receive a packet even though the radio 

signal is weaker when two nodes move further apart. Under the circumstance of 

without radio signal fading, the signal strength value is realized to be constant within 

a range of distance. If a node moves beyond a certain distance from its neighbour, the 

communication between two nodes will be turned down.  
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Figure 3.13a  Packet Delivery Ratios without Radio Signal Fading 
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Figure 3.13b  Packet Delivery Ratios with Radio Signal Fading 

 

The figure 3.14a and 3.14b presented the data yields that reflect the efficiency 

of both protocols for every 30 seconds. Since the PMP attempts to find the best end-

to-end throughput path while SMR focuses on choosing paths which have the 

minimum number of hops. According to the simulation results, the data yields of the 

PMP are 15 to 20 percent higher than those of the SMR.  This simulation proved that 

the minimum hop number does not necessarily obtain maximum performance.  

When comparing data yields with different circumstances, I found that the 

data yields under with radio signal fading circumstance were less than the data yields 

under without radio signal fading circumstance about 40%. This is obvious because 

communication efficiency between two nodes becomes worse if radio signal strength 

gets weaker.  

The figure 3.15a and 3.15b depict the number of packets that are dropped 

during each 30 seconds period. The results showed that SMR dropped more data 

packets than PMP. I explain this occurrence on two reasons. First, PMP finds paths 

that have better communication efficiency than SMR. The PMP refuses to accept a 

path if it found a weak potential signal strength between a pair of hops in the path. As 

a result, the paths found by PMP are more durable than SMR. Second, PMP has the 

better route maintenance process. For the PMP, if a broken link is found during data 

transmission period, the intermediate node tries to solve such problem by finding a 

new path to the destination rather than dropping data packet and let the source 

identifies a new path. 
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Figure 3.14a  Data Yield without Radio Signal Fading 
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Figure 3.14b  Data Yield with Radio Signal Fading 

 

 
Figure 3.15a  Number of Dropped Packets without Radio Signal Fading 
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Figure 3.15b  Number of Dropped Packets with Radio Signal Fading 

 

I also observed that the number of dropped packets under with radio signal 

fading circumstance is much greater than those under without radio signal fading 

circumstance. This can be explained that the radio signal fading causes a great impact 

to efficiency of communication between two nodes. When comparing the trend lines 

of PMP (thick lines) and SMR (dashed lines), the slopes of the trends of PMP are 

lower than those of SMR. This means that PMP generates more durable routes than 

SMR. 
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CHAPTER 4 

 

PRINCIPLES OF NETWORK SECURITY  

 

AND RELATED RESEARCHES 
 

4.1 Introduction to Network Security 

Network security is not a new issue for computer network researches. There is 

plenty of security topic discussed in both educational and commercial area of 

information and communication technology. Though security is a broad topic and 

concerns with various problems, the network security problems can be normally 

grouped into five categories: confidentiality, authentication, nonrepudiation, integrity 

control and availability. Confidentiality concerns with how to prevent confidential 

information fall into the hand of unauthorized person or make the information 

unreadable for trappers. Authentication associates with methods of a person to present 

himself and his presentation is trusted by others before exchanging information in the 

network. Nonrepudiation deals with techniques to ensure that messages issued from a 

person cannot be changed or forged whereas any changes in the messages can be 

proved. Integrity control related to establishment of processes and mechanisms to 

guarantee a receiver that the message is not maliciously modified in transit. Finally, 

availability regards to the defense against any attacks that aim to demolish 

communications in a network. 

Not a single technique can solve entire security problems. In fact, a solution 

generally requires combination of various processes and mechanisms. However, most 

of security solutions adopt some primitive techniques include data encryption, 

message digest and signature.  

Data encryption is mainly for data secrecy or confidentiality. For data 

encryption, messages are coded using a key in order that the unreadable messages can 

be safely submitted through a network. An authorized recipient is allowed to read 

these messages by decrypting the coded messages using a correct key. In the case, 
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messages encryption and decryption require particular algorithms. Currently, there are 

two types of key encryption algorithms: symmetric-key encryption algorithms and 

asymmetric-key encryption algorithms.  

Message digest is employed when a network needs to authenticate a new entry 

or control data integrity but not for data secrecy. The fundamental of message digest 

depends on one-way hashing that a hashed message is generated from an original 

message using an algorithm. The outcome of message digest must have two 

characteristics. Firstly, there is no way to convert the hashed message back to the 

original. Secondly, if there is a change in the original message, even one bit, the 

message digest procedure will generate a different output.  

Signature is a technique to authenticate an owner of a message. The signature 

requires key encryption algorithms to allow a sender signs his/her messages to build a 

trust to a receiver that the message is really initiated by him/her. When messages are 

signed with sender’s signature, the sender then cannot later disclaim the contents of 

the messages and the receiver cannot forge messages and claim that the forged 

messages are derived from the sender.  

 

4.2 Symmetric-Key Encryption Algorithms 

 

The basic idea of data encryption with symmetric-key is that data is encrypted 

and decrypted using the same key. As illustrated in the figure 4.1, the sender 

encrypted the message that he/she wants to send using an encryption function with a 

key. According to this scheme, the receiver must know the key and encryption 

algorithm the sender uses. When the receiver received encrypted message, he is 

allowed to read the message by executing decryption function with the same key. 

 



 

56

 
Figure 4.1  Encryption and Decryption Using Symmetric-key 

 

There is a number of symmetric-key encryption algorithms exist today. 

Among these algorithms, I focus on two popular encryption standards: The Data 

Encryption Standard (DES) (National Institute of Standards and Technology (NIST), 

1999) and The Advanced Encryption Standard (AES) (National Institute of Standards 

and Technology (NIST), 2001).  

 

4.2.1 The Data Encryption Standard (DES) 

The Data Encryption Standard (DES) is a message cipher algorithm that has 

been widely accepted by network industry for three decades. Fundamentally, DES 

requires 56 bits key to work with 19 stages of encryption process. Initially, the 

original message is divided into 64-bit-blocks. Consequently, each block is transposed 

and then parameterized by different functions of the key. Finally, the ciphered block 

is inversely transposed.  

In 1979, there were some concerns about vulnerability of DES because DES 

key length was too short and the advancement of computing technology made DES 

encryption easier to be broken. Therefore, an introduction of Triple DES (3DES) 

emerged. According to 3DES, DES features were expanded to two keys and three 

encryption stages while the encryption and decryption algorithms were still depending 

on DES. For instance, if K1 and K2 are keys of 3DES, then the encryption methods are 

as following stages: 

Stage 1, the original message is encrypted with K1 using encryption function 

of DES. Suppose the result of the first encryption stages is MessageC1.  

Stage 2, MessageC1 is decrypted with K2 using decryption function of DES to 

make the result MessageC2. 
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Stage 3, MessageC2 is encrypted with K1 using encryption function of DES 

again. Consequently, the output of this stage appears to be the secured message that is 

ready to be sent. 

When compared with DES, the result of 3DES encryption is harder to be 

broken but 3DES consume more computing resources. 

 

4.2.2 The Advanced Encryption Standard (AES) 

In 2000, many researchers realized that DES was no longer useful for strong 

cryptographic requirement. Then, the Advanced Encryption Standard (AES) was 

proposed. Similar to DES, AES divides the original message into blocks before 

encrypting theses blocks with a key and the encryption methods rely on substitution 

and permutations in multiple rounds. The differences are that AES supports key 

lengths and block sizes from 128 bits to 256 bits. Though the key lengths and block 

sizes can be chosen independently, AES specifies that, the key lengths are limited to 

128, 192 and 256 bits if the block size is assigned to be 128 bits. Great advantages of 

AES are that AES not only produces high security, but also needs less computing 

resources. These advantages make AES is widely acceptable in network security 

industry. 

 

4.3 Asymmetric-key Encryption Algorithms 

  

The early proposal of asymmetric-key encryption (or public-key encryption) 

emerged from an attempt to solve key distribution problem. When symmetric-key 

encryption faces a difficulty that how to safely distribute a shared key between two 

communicants, the asymmetric-key encryption overcomes this problem by allowing 

each communicant generates and distributes a public-key without worry about 

keeping secrecy of key distribution. For one difference with symmetric-key 

encryption, asymmetric-key encryption algorithms are based on number theory rather 

than on substitution and permutation.  

The principle of public-key encryption algorithms involve with generating a 

pair of keys, private-key and public key. One can encrypt a messaging with a key and 
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decrypt the encrypted message with another key. For this paper, I state two popular 

algorithms: RSA and Elliptic curve. 

 

4.3.1  The RSA Algorithm 

The RSA (Rivest, Shamir and Adleman, 1978:120) was developed in 1977. 

The method of RSA relies on prime number and Fermat’s and Euler’s theories 

(William, 2003), and the scheme of RSA is a block cipher in which the length of 

block can be freely assigned. However, the typical size of a block is 1024 bits. A 

disadvantage of RSA is that, the key size must be at lease 1024 bits in order to 

establish good security. The summary of RSA can be explained as follows: 

Key Generation 

1. Select two prime numbers, p and q. 

2. Calculate n = pq. 

3. Calculate z = (p-1)(q-1). 

4. Select an integer e that e is relatively prime to z. 

5. Calculate d = e-1 mod z. 

6. Then public key (KU) = [e, n] and private key (KR) = [d, n]. 

Encryption 

Message M < n 

Ciphered Message C = Me(mod n) 

Decryption 

Ciphered Message C  

Message M = Cd(mod n) 

An important issue of RSA is the complexity of the computation requirements. 

Since encryption and decryption of RSA involve exponentiation over the integers, the 

use of RSA needs much more computing resources and time when compared with 

symmetric-key algorithms.  

 

4.3.2  The Elliptic Curve Cryptography (ECC) 

The elliptic curve cryptography is a public-key algorithm that currently 

becomes a standard and challenge of RSA. The interesting point is, when compared 
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with RSA, elliptic curve cryptography offers equal security with less overhead 

consumption. 

The principal concept of ECC (William, 2003:304) bases on cubic equations 

that can be classified into two types. The first type is called Prime Curve or Elliptic 

Curves over Zp. The Prime Curve associates with cubic equation in which the 

variables and coefficients all take on value in the set of integers from 0 thru p-1, for 

some prime number p. The equation of Prime Curve is as following form: 

 

 y2 mod p  =  (x3 + ax + b) mod p  where 

 (4a3 + 27b2) mod p  <>  0 mod p 

 

When constants a and b and prime number p are set, there will be a set of 

coordination x and y that satisfy these equation. The set of values x and y that satisfy 

these equation under definition of  a, b and p is represented by Ep(a, b). For example, 

if a and b are set to 1 and p is 23, then E23(1, 1) comprises of following elements; 

 

{ (0,1), (0,22), (1,7), (1,16), (3,10), (3,13), (4,0), (5,4), (5,19), (6,4), (6,19), 

(7,11), (7,12), (9,7), (9,16), (11,3), (11,20), (12,4), (12,19), (13,7), (13,16), 

(17,3), (17,20), (18,3), (18,30), (19,5), (19,18) } 

 

The Ep(a, b) is utilized in the sense that one of the members of Ep(a, b) is 

selected and used for elliptic cryptography.   

Another type of ECC equations is Binary Curve which is named Elliptic 

Curves over GF(2n). The Binary Curve relies on using set of integer between    2n – 1 

for variables and coefficients in a cubic equation. Unlike the Prime Curve, the Binary 

Curve takes the form  

  

 y2 + xy  = x3 + ax2 + b 

 

where x, y and coefficients a and b are elements of GF(2n), which represents a 
set of finite field of order 2n that can be defined over polynomials. 

 



 

60

The ECC processes of keys generation and data encryption can be explained 
as follows:  

 
Key Generation 

1. Define global public elements: 

 Ep(a,b) is elliptic curve with parameters a, b and p, where p is a 

prime number or an integer of the form 2n 

 G is a point on elliptic curve whose order is large value n 

2. Establish private key nA where nA < n 

3. Calculate public key PA = nA * G 

Encryption 

Message M  

Encode M to be send as an x-y point Pm 

Ciphered Message Cm = { kG, Pm + kPB} where k is a random positive 

integer  

Decryption 

Ciphered Message Cm  

Calculate Pm = Pm + kPB – nB(kG) = Pm + k(nBG) – nB(kG)   

Decode point Pm to Message M 

 

As an example, if p = 751, a = -1, b = 188 and G = (0,376). When A wishes to 

send a message to B, A must initially transform the message to x, y coordination (e.g. 

Pm).  Suppose A sends message to B in point Pm= (562,201) and A chooses random 

number k = 386. If B’s public key is Pb = (201,5), then  

  

  386(0,376) = (676,588) and  

  (562,201)+386(201,5) = (385,328) 

 

Thus cipher text is { (676,588), (385, 328) } 

 

Though ECC concerns with complicate equations and requires more processes 

for encryption when comparing with the RSA, the ECC needs shorter key and lower 

computation efforts in order to establish equal securities.  
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4.4 Message Digests 

 

Typically, message digests are employed for authentication and maintaining 

data integrity. The basic idea of message digests is based one-way hash functions. 

According to the message digests, a long message is processed by a hash function to 

establish a fixed-length string. This function has following aspects: 

1. It consumes low computing overhead. 

2. It is impossible to find the original message from the hashed string. 

3. It is difficult to find some other messages that produce as same hashed 

string as the original message. 

For this paper, I mention two famous message digest functions: MD5 (Rivest, 

1992) and  SHA-1 (NIST, 1993). 

 

4.4.1 MD5 

The functions of MD5 concern with mixing a message in multiple rounds to 

generate 128 bits hashed message. Initially, the original message is divided into 512-

bit block. The last block is padded to 448 bits and appended by 64-bit integer of the 

length of the original message. Then a 128-bit output buffer is reserved. Finally, 

multiple rounds of computation are executed in which each block of the message is 

mixed with the buffer in each four round. Nowadays, MD5 is still in use even though 

it has been facing plenty of attacks for almost two decades. 

 

4.4.2 SHA-1 

SHA-1 stands for Secure Hash Algorithm 1. The concept of SHA-1 is similar 

to MD5 that there is message mixing for 512-bit blocks. The difference is SHA-1 

generates 160-bit message digest. SHA-1 starts with making message length to be 

multiple of 512 bits by padding the original message with a 1 bit and follows with 

many 0 bits. Consequently, length of the original message in the form of 64-bit 

number is ORed into the low-order 64 bits. Then particular methods of message 

mixing are executed in loop. Currently, there are considerations to enhance securities 

of SHA-1 by extending the length of message digest of SHA-1 to 256 bits and more.  
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4.5  Signature 

 

Signature can be realized as an implementation of key encryption algorithms 

and message digests in order to maintain electronic document integrity. The use of 

signature with an electronic message can satisfy following requirements: 

- The sender can trustworthily identify himself/herself to the receiver via a 

message.  

- The message is protected from fraud or change. 

- The sender cannot disclaim the message he/she sent. 

- The receiver cannot concoct a counterfeit message, which is claimed that 

the message is issued by the sender.  

The scheme of signature is depended on assumptions. A scheme that is used in 

the real world today relies on the condition that communicants who need signature 

have to trust a third-party agent. The trusted agent, who is called a certificate authority 

(CA), must issue a specific data to certify identity of each communicant in order that 

the communicant is allow to identify himself by submitting this data with his 

messages. This data is called “certificate”. Technically, the implementation of 

signature under the condition of the need of CA requires both public-key encryption 

algorithms and message digests. I explain this implementation in term of technical 

methods as follows: 

1. Assume that both sender (S) and receiver (R) trust a CA 

2. The CA generates a pair keys, private key (PriKeyCA) as well as public key 

(PubKeyCA) and then publicizes PubKeyCA to S and R. 

3. S generates their own pair keys, private key PriKeyS and public key 

PubKeyS. Then S gives PubKeyS to the CA. 

4. The CA issues a certificate (CertS) to S. The information contained in the 

CertS are in the form of  

 PubKeyS + SignCA(PubKeyS) where 

 SignCA(PubKeyS) = EPriKey-CA[MD(PubKeyS)],   

 MD() = Message digest function, eg. SHA-1 or MD5,  

 EPriKey-CA = Encryption using private key of the CA. 
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5. S authenticates himself by sending CertS to the Receiver (R). For this 

event, R verifies the signature of the CA (represented by SignCA(PubKeyS) in step 4) 

by computing    

 Result   =  true if MD(PubKeyS) = DPubKey-CA(SignCA(PubKeyS)),  

      false otherwise. 

 where 

 MD() = Message digest function, eg. SHA-1 or MD5, 

 DPubKey-CA = Decryption using public key of the CA. 

 If the result is true then the R  trusts CertS and PubKeyS. 

6. The S sign a message before sending to the R by  

 SignS(message) = EPriKey-S[MD(message)],   

 where  

 MD() = Message digest function, eg. SHA-1 or MD5.  

 EPriKey-S = Encryption using private key of S . 

7. The S submit the message together with the signature to the R in the form 

of  

 message +  SignS(message)  

8. The R can verify the message by computing  

 Result   =  true if MD(message) = DPubKey-S(SignS(message)),  

      false otherwise. 

 where 

 MD() = Message digest function, eg. SHA-1 or MD5, 

 DPubKey-S = Decryption using public key of the S 

If the result is true then the R  trusts the message. 

For this dissertation, I describe only the scheme of signature under an 

existence of a CA because this signature scheme is the most practical in the real 

world.  

 

4.6   Related Studies of Secure Routing Protocol 

 

There were many researchers have proposed secured ad hoc network routing 

protocol by relying on different assumption and approach for decades. However, I am 
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interested on the studies of the establishment of secure routes using authentication, 

digital signature and key agreement mechanisms. For my studies, I refer to three 

secured ad hoc network routing protocols. There are the ARAN (Sanzgiri , Dahilly , 

Leviney , Shieldsz and Belding-Royer, 2002:78), SRP (Papadimitratos and Hass, 

2002:27) and SEAD (Hu, Johnson and Perrig, 2002:3). 

 

            4.6.1  The Authenticated Routing for Ad hoc Networks (ARAN) 

The Authenticated Routing for Ad hoc Networks (ARAN) is a secure source 

routing protocol that prevents undesired nodes to participate in network routing. The 

protocol is basically depended on cryptographic certificate mechanism. According to 

the assumption of ARAN, there must be a trusted certificate server which is 

responsible for issuing keys and certificate to all valid nodes.  

According to ARAN, a node must ask for a certificate from the trusted server 

before communicating with the others. The certificate contains a set of trusted 

information to identify the communicants. In the case, a certificate of node A can be 

represented by  

 

 certA = [IPA, KA+, t, e]KT- where  

 

certA is the certificate the trusted server issues to A, IPA is the IP address of A, 

KA+ is the public key of A, t is a timestamp of when the certificate was created, and e 

is the expired time of the certificate. This information is signed by KT- which is the 

private key of the trusted server. 

The routing scheme of ARAN consists of route discovery and route 

maintenance. For the ARAN, end-to-end authentication is executed during route 

discovery. For example, when node A initiates route discovery, it broadcasts a route 

discovery packet (RDP) to its neighbors. The route discovery data are encrypted with 

private key of A as following form: 

 

 RDPA = [type, IPD, certA, NA, t]KA-    where 
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RDPA is the signed route discovery packet issued by A, type is type of the 

packet which is a constant “RDP”, IPD is the IP address of the destination node, certA 

is the certificate of source node A, NA  is a nonce, and t is the current time. The RDP 

data is signed by A using private key of A (KA-). The ARAN uses the nonce to detect 

duplicate packets. Each time A performs route discovery, it increase the value of the 

nonce. The receiver checks this value to see whether the receiving RDP is duplicated 

with the previous one. If the receiver found a duplicate packet, it simply discards the 

packet.  

 

When received a RDP, an intermediate node signs the incoming RDP with its 

private key, attaches its certificate with the packet and forwards the packet to its 

neighbors. For example, let B be a node that receives RDP from A. B signs and 

forwards a packet by  

 

 RDPB = [RDPA] KB-, certB    where  

 

RDPB is the signed route discovery packet launched by B, RDPA is the signed 

route discovery packet issued by A, KB- is the private key of B that is used to sign 

RDPA, and certB is the certificate of B issued by the trusted server. 

 

Let C be a neighbor of B. C validates the signature of B with the receiving 

certificate. Then C records node B as its predecessor, removes B’s signature, signs the 

original packet with its private key, attaches the certificate with the packet, and finally 

rebroadcasts the packet as following form: 

 

 RDPC = [RDPA] KC-, certC  where  

 

RDPC is the signed route discovery packet launched by C, RDPA is there 

signed route discovery packet issued by A, KC- is the private key of C that is used to 

sign RDPA, and certC is the certificate of C issued by the trusted server. 

 



 

66

A main concept of ARAN for handling a route discovery packet is that each 

route discovery packet floating in the network is signed by each hop. As a result, it is 

not possible for malicious nodes to redirect the routes by modifying route information 

contained in the route discovery packet.  

 

When the RDP reaches the destination, the node authenticates the source node, 

issue a reply message, and unicasts the packet to its predecessor. Let D be the 

destination node, the reply message is: 

 

 REPD = [type, IPA, certD, NA, t] KD-   where  

 

REPD is the reply message that is signed by private key of D (KD-), type is the 

packet type which value is “REP”, IPA is the IP address of source node A, certD  is the 

certificate of the destination node D, NA is the nonce and request packet, t is the 

timestamp.  

 

When the intermediate node receives the reply packet, it does the same way as 

it did with the request packet. Let C is the node received the REPD. The packet that C 

submits back to its predecessor is as follows: 

 

 REPC = [REPD ] KC-, certC where  

 

REPC is the signed route reply message using KC- which is the private key of 

C, REPD is the signed REP issued by D and certC is the certificate of C.  Since each 

node checks the nonce and signature of its original, the network is capable to avoid 

both impersonating and replay attacks from malicious nodes. 

 

The route maintenance process of ARAN is simple. When a node detect an 

error, it generates an error message (ERR), signs the message, and reports to the 

active nodes in the route. Let B is a node that issues an error message to C. The error 

message is represented as following form: 
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 ERRB = [ type, IPA, IPD, certB, NB, t ] KB-  where 

 

ERRB is the route error packet signed by KB-, type is the type of message which 

is a constant value of “ERR”, IPA is the IP address of the source A, IPD is the IP 

address of the destination D, certB is the certificate of B, NB is the nonce, and t is the 

timestamp that are used for duplicate packet detection. In this case, the network can 

protect denial-of-service attacks because the error message is signed and allowed the 

receiving node validate the source of the message.   

In summary, the concept of ARAN is target for protections of various kinds of 

active attacks. However the proposal of ARAN does not mention how data 

confidentiality is implemented after a secure route is established.  

 

4.6.2 The Secure Routing Protocol (SRP) 

When ARAN is depended on the requirement of a certificate authority, the 

Secure Routing Protocol (SRP) is under different assumption. The SRP relies on a 

condition that trusted infrastructure is not applicable in a network and the network is 

not secure. The fundamental of SRP focuses on security association between each pair 

of nodes. In another word, a pair of communicants must have a trust relationship 

between each other and the relationship must be pre-instantiated, for example, by the 

knowledge of the public key of their communicants. Moreover, both parties must be 

able to negotiate a shared secret key, for example, via the Elliptic Curve Diffie-

Hellman algorithm. 

SRP supports routing protocols that use route request (Q) /route reply (P) 

scheme. Conceptually, SRP secures route request and route reply messages by 

hashing the messages with a shared key. For instance, if S is the source and D is the 

destination. D should ideally receive secure route request information from S via 

following message: 

 

 QS,D, H{QS,D, KS,D}  where 

 

QS,D is the route request packet from S to D, H{ } is a message digest function 

(MD5 or SHA-1) and KS,D is a shared key between S and D.   



 

68

In the same scenario, the route reply message response by D can be viewed in 

the form of  

 

 {RS,D, route}, H{RS,D, route, KS,D}  where 

 

RS,D is the route reply packet from D to S, route is the path information, H{ } is 

a message digest function and KS,D is a shared key between S and D.  

The key strategy of SRP to implement and control secured route request and 

route reply is the use of control numbers, which is generated by a source. The SRP 

has two types of numbers. The first number is Query Sequence Number (Qseq) that is 

unique for each destination and increased monotonically for each query sequence. The 

Qseq is utilized by the destination to detect outdated route requests. The second control 

number is Query Identifier (QID). QID is a random number that is used by intermediate 

nodes to identify the request. Besides the control numbers, SRP maintains a hashed 

message called “The Message Authentication Code (MAC)”. The MAC is a 96-bit 

long field generated by a message digest algorithm using entire IP header, the basis 

protocol route control packet (route request or route reply) and the shared key as 

inputs. 

To discover a route to a destination D, a source S generates a route request 

message (QS,D) that contains IP header, basis routing protocol packet and additive 

SRP header. The SRP header consists of packet type, Qseq, QID and MAC. An 

intermediate node handles the incoming QS,D by maintain QID in the query table. The 

node is allowed to forward only the packet which QID does not match with existing 

QID as well as the pair IPs of S and D.  

When D receives the QS,D, D first verifies the packet that it has originated 

from S. Then D investigates Qseq compared with the last sequence number to assure 

that the packet is not outdated. Finally, D generates a number of route replies (RS,D) 

sending back to S. Like the route request, the RS,D has an attachment of SRP header, 

which contains Qseq, QID and hashed message of route reply information. As a result, 

S can verify the freshness and originator of the reply.    
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The route maintenance, in fact, is not directly related to SRP since SRP covers 

only end-to-end message signing. However, SRP has proved that mislead route errors, 

generated by a node which is not associated in the path, can be detected and ignored 

by relevant nodes. 

 

4.6.3 Secure Efficient Ad Hoc Distance Vector Routing Protocol  (SEAD) 

SEAD is an improvement of the Destination-Sequenced Distance-Vector 

Routing Protocol or DSDV (Perkins and Bhagwat, 1994:234). that is proactive 

routing protocol based on distance vector routing. For DSDV, every node maintains 

routing information for all known destinations and periodically sent the information to 

all neighbors to maintain the topology of network. The routing information is stored 

in a table in which each table entry consists of following data:  

- destination address 

- the next node to reach to destination  

- metric which is the number of hops to reach the destination 

- a sequence number originated from destination  

- install time when the entry was made 

- a pointer to a table holding information on how stable a route is  

The DSDV also utilizes the sequence number to identify the status of linkage 

to each destination by using even number as alive link and odd number as dead link. 

For a certain period, a node advertises all routing information to its neighbor. On each 

advertisement, the own destination sequence number, which always be even number, 

is increased. Recipients will update their routing table according to received 

advertisement. If a node detects that one of its neighbor is no longer reachable, the 

node increase sequence number of this node by 1 (odd sequence number) and set 

metric to infinity. Consequently, the node immediately advertises this broken link to 

its existing neighbors.  

Since the DSDV is unsecured, Hu and et al. proposed SEAD that is based on 

the design of DSDV but embedded with some security features. The highlight of 

SEAD is the authentication methods that use one-way hash chains and tree-

authenticated values. To create a one-way hash chain, a node initializes a random 

value x and computes a list of hash values h0, h1, h2, …, hn by  
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  H0  = hash(x) 

  Hi = hash(Hi-1) 

 

where hash() is a hash function and 0 < i  ≤ n. For example, if i = 2 then the 

hash chain value is  

  hash (hash (hash(x))) 

    

SEAD start implementing tree-authenticated values by assigning a secret 

authenticate value to each node and placing values v0, v1, v2, …, vn at the leaf node. 

Then vi is hashed by   

  v’i  = hash(vi) 

  

To build tree-authenticated values, a binary tree is forms and hash chaining is 

executed up to root. As an example as shown in figure 4.2, if there are eight nodes in 

which each node is assigned a authenticate value v0, v1, v2, …, v7 respectively. The 

value of vi is hashed to make the result v’i. Then the next layer of hash values is 

committed, for example  

 

  m11 = hash(v’0 ||  v’1) , 

  m12 = hash(v’2 ||  v’3) , 

  m21 = hash(v’4 ||  v’5) , 

  m22 = hash(v’6 ||  v’7)  

  m01 = hash(m11 ||  m12)  

  m02 = hash(m21 ||  m21)  

  m0 = hash(m01 ||  m02)  
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Figure 4.2  Tree Authenticated Values with 8 Leaf Nodes 

Source :  Perkins and Bhagwat, 1994:234. 

 

 
Figure 4.3  Submitted Values of v3 Authentication 

 

As the figure 4.3, suppose that a node wants to authenticate a value of v3, the 

node send v3 together with i = 3 and all sibling nodes of the nodes on the path from v3 

to root that includes v’
2, m11 and m02 to the recipients. The recipients who have an 

authentic route value m0 then can verify this value by  

 

  hash (m02 || hash (m11  || hash (v’
2 || hash(v3)))) 

 

Finally SEAD allows a node authenticate itself to its neighbors during routing 

information exchange process. As a result, SEAD needs a trusted entity to assign 
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authenticate value to each node, establishes tree-authenticated values and disperses 

the values to all nodes in network.  

SEAD is proved that the protocol is robust for an attack of injecting of 

incorrect routing state in other node by modifying the sequence number or the routing 

metric. However, SEAD is still vulnerable from an attack by tempering next hop or 

destination field in routing information (Rajendra and Mohit, 2010:1793). 

 

 



 
CHAPTER 5 

 

THE SECURED PREDICTIVE MULTIPATH  

 

ROUTING PROTOCOL (SPMP) 

 

WITH GROUP AUTHENTICATION 
 

5.1 Overview  

 

The Secured Predictive Multipath Routing Protocol (SPMP) is an on-demand 

multipath routing protocol based on the Predictive Multipath Routing Protocol (PMP). 

The protocol is incorporated with the basis of multipath routing protocol as well as 

solid security processes to discover secure routes that only trusted nodes can be 

participants of the paths. The SPMP allows only selected nodes to be participating in 

route discovery process. In the case, a node must identify target receivers of route 

discovery message and contain the target receiver information into route discovery 

packet. As a result, a node can quarantine a suspect node and prevent the suspect 

node to participate in routing. In addition, SPMP determines signal strengths of each 

pair of link before selecting a set of qualified routes and lets the source chooses the 

best-performance-path to be the primary path and the others to be the backup paths. 

The SPMP basically consists of three phases. Firstly, nodes in a network 

execute authentication processes to make them become trusted nodes. The 

authentication can be done in either group or individual. The group authentication 

assures that all trusted nodes are in the same group. In the case, a shared series of 

passphrases is used for the group authentication. For the individual authentication, a 

node makes trust with the others as both a group member and a certified node. I 

explain the group authentication in this chapter and both group and individual 

authentication in the next chapter. Secondly, a source node discovers a set of secured 
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routes to the destination in an on-demand basis. During the route discovery, the 

exchanged route information is secured by using data encryption and signing 

functions. Finally, communicating nodes perform end-to-end key exchange to build 

data secrecy as well as maintain linkage of current valid paths. 

The design and implement of SPMP with group authentication relies on 

following assumptions: 

1. Nodes in a network must occupy shared secret information, which is 

called “passphrases”, and a node is trusted only if the node is able to correspond with 

the others using the same set of passphrases. The public key of the trusted node is 

also accepted by other nodes in the group. In another word, there is no malicious node 

among the group members.   

2. The information of cancellation or appendage of shared passphrases is 

exchanged among nodes using location-limited channels (Balfanz, Smetters, Stewart 

and Wong, 2002) or off-line process which can be physical contacts, communication 

with human operation or secure communication channels. In the case, there is at least 

one information distribution center which is responsible to verify participants and 

dispense the shared set of passphrases to the trusted persons. 

3. Each node is allowed to generate it own private/public keys. However, 

every node in the network has to use the same cryptographic algorithm.  

All messages for the protocol are encapsulated with IP header.  

 

5.2 Notations 

 

This section presents the notation used throughout this chapter. 

Pass: a passphrase used for building trust among nodes in a network. 

SPass : a shared set of passphrases. 

Pubi : a public key of node i. 

Prii : a private key of node i. 

IPi : an IP address of node i. 

TNi : an abbreviation of trusted node i.  

LNN-i : a list of neighbor nodes of node i. 

LTN-i : a list of trusted nodes of node i. 
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x: total number of intermediate nodes in a path 

Seq: a sequence number. 

RSSINorm: normalized receive signal strength indicator.  

PSSI: potential signal strength indicator. 

InfoRoute-i : route information of node i, a sequence of IP address from source to 

node i. 

InfoTarget-i : a set of target receiver nodes from node i. 

Hash(message): a hash function for a message.  

Shorten(InfoRoute-i, IPi): path shortening function executed by node i. 

[message] PriA: node A signs a message with private key of node A. 

RDNA: random number that node A generates and uses for message signing. 

<<message>>PriA: encryption of a message using private key of node A. 

<message>Key: encryption of a message using symmetric key. 

 

5.3 Associated Functions  

 

The functions that are related to security handling for SPMP consist of the 

Hash Chain, the Message Signing and the Node Authentication. 

 

            5.3.1  Hash Chain 

Hash chain can be described as a sequence of hash function working with a 

series of messages. I use hash chain for building trust between two communicating 

nodes that have shared secret messages. If A and B are communicating nodes and 

Message1 and Message2 are sequence of shared messages used by A and B to build 

trust between them. Since the shared secret messages should not be revealed to 

external entities, A and B exchange hashed secret messages instead of submitting 

secret messages. In addition, A and B can use their public keys as identities of 

themselves. When Hash() is the hash function that generates a hashed message, then 

A can build a trust to B by sending a hashed message of Message1 combined with a 

random number and public key of A to B. I represent the hashed message submission 

by  

 RDNA = a random message generated by A  
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  A → B : Hash(Message1, RDNA, PubA), RDNA, PubA 

 

The reason of using RDNA as a part of message hashing is that the hashed 

message will always be dissimilar when the same message is hashed. This is useful 

for protecting a malicious node to abuse the previous hashed message. Though a 

malicious node can advertise the previous hashed message without the knowledge of 

the receiver, the malicious node does not have the private key which is used for route 

finding. As a result, the malicious node is still not allowed to be a participant node. 

When B receives the hashed message from A, B trusts A because only A and B 

know Message1. Consequently, B must response a message back to A to build a trust 

to A by replying A with hashed message of received message combined with 

Message2 and public key of B  to inform A that A is trusted by B. I represent this 

response by  

 

 B → A : Hash(Hash(Message1, RDNA, PubA), Message2, PubB), PubB 
 

Finally, when A receives the response message from B, A verifies B’s response 

by 

1. getting Message2 which A know,  

2. performing hash function for previous A’s hashed Message1 combined 

with Message2 and PubB that A get from B,  

3. comparing the result with incoming B’s hashed message. 

The result of this process can be summarized that A trusts B in the same way 

that B trusts A.  

 

            5.3.2   Message Signing  

Message signing is a method to ensure that a message has not been changed 

by any forwarders. Message signing utilizes asymmetric key mechanism and message 

digest function to build a signature that is attached with the submitted message.  

Let Message is the message that node A wants to sign, then A can sign 

Message with the private key PriA by  

 



 

77

  SignatureMessage =  <<Hash(Message)>> PriA   

  [Message]PriA  = Message, SignatureMessage 

 

A receiver who has PubA can verify the message by decrypting the encrypted 

Hash(Message) with PubA. Consequently, the receiver activates hash function with 

Message and compares the Hash(Message). I represent the message verification by  

 

 
where “<< SignatureMessage >>-PubA” is the decrypted of signature using public 

key of node A. 

 

            5.3.3  Group Authentication 

An assumption of SPMP with group authentication is that nodes must 

maintain a shared set of passphrases. I represent a set of n number of passphrases by  

  

 SPass = { Pass1, Pass2, … , Passi, … , Passn } 

 

For SPMP, every node in the network must authentication itself to be a group 

member before entering into the network. Initially, each node has two buffers; a list of 

trusted nodes and a list of neighbor nodes; 

1.  A list of trusted node information. I represent m number of trusted node 

information that is maintained by node A by 

 

 TNi = (IPi ,  Pubi)  

 LTN-A = { TN1, TN2, … , TNi, … , TNm } 

 

2.  A list of neighbor nodes. I represent k number of neighbor nodes that is 

maintained by node A by 

  

 LNN-A = { IP1, IP2, … , IPi, … , IPk }  

Result = TRUE      if  Hash(Message) = <<SignatureMessage>>-PubA
FALSE    otherwiseResult = TRUE      if  Hash(Message) = <<SignatureMessage>>-PubA
FALSE    otherwise
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The authentication process is initiated by probing function. Every node in the 

network broadcasts dedicated probe packets for every certain period. For instance, 

node A launches a probe packet  

 

 A → broadcast : [ Seq ] PriA 

 

When receiving the probe packet, the receiver B checks whether the incoming 

probe packet is from the node which B trusted. If B has never trusted A then B starts 

authentication process otherwise B updates the LNN-B by. 

 

 LNN-B = LNN-B ∪ { IPA } 

 

The group authentication process of each pair of nodes is achieved by using 

passphrase request-response scheme. When A authenticates with B, the negotiating 

nodes perform following steps:  

Steps of Group Authentication: 

Step 1: When n is the number of passphrase, A picks up a number i where 1 ≤ i 

≤ n. Then A sends a request to B by  

 

 RDNA = a random message generated by A  

 A → B :  Hash(Passi, RDNA, PubA), i, RDNA, PubA 

 

There are two reasons that A uses RDNA and PubA to be a part of message for 

hash function. First the RDNA make decoding of the passphrase become harder 

because the hashed message is always different every time A authenticate itself.  

Second, PubA can be protected from forge since change in PubA will be checked by 

rehashing the message. 

Step 2: B verifies the incoming request by getting Passi which B know, 

performing hash function for Passi combined with RDNA and PubA and comparing the 

result with incoming hashed message. If the hashed message is correct then B trusts A 
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and B realizes that PubA is belonging to A. Consequently, B calculates j = i + 1 if j ≤ n 

otherwise j = 1 and responses a message back to A by  

 

  B → A :  Hash(Hash(Passi, RDNA, PubA,), Passj,  PubB), PubB  

 

Notice that B executes hashing chain function explained in 5.3.1 in order that 

A can verify B’s reply. If A trusts B and A accepts PubB as B’s public key then A and 

B find that the negotiated nodes are trust nodes. Both A and B append the new trusted 

node information, which consist of the IP address got from IP packet header and the 

public key,  to LTN-A, LNN-A, LTN-B, and   LNN-B by 

 

 TNB = (IPB ,  PubB) 

 LTN-A = LTN-A ∪{  TNB } 

 LNN-A = LNN-A ∪ { IPB } 

 

 TNA = (IPA ,  PubA) 

 LTN-B = LTN-B ∪ { TNA } 

 LNN-B = LNN-B ∪ { IPA } 

 

5.4 Routing Protocol 

 

The route discovery process, which is activated in on-demand basis, aims to 

find a set of secured disjoint-paths that have maximum ETV. The route discovery of 

the SPMP comprises of two main functions: the route requisition and route 

establishment. 

  

5.4.1  The Route Requisition  

When a source S cannot find a route to the destination D, S starts up route 

discovery process by launching a signed Route Requisition (RREQ) message that 

contains public key, source route information and target neighbors’ IP address such 

that  
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 InfoRoute-S = { IPS } 

 InfoTarget-S = LNN-S 

 S → broadcast : [ Seq, PubS, IPD, InfoRoute-S, InfoTarget-S ]PriS  

 

A neighbor node A, when receiving a RREQ, must make a decision either to 

drop or forward the RREQ. Since the network performance will be dramatically 

depreciated from overwhelming unnecessary RREQ floating in the network, I 

introduce a rule set that a node is allowed to drop the incoming RREQ when:  

1. The incoming message does not pass the verification process that A uses 

the public key (for example, PubS) that is obtained during authentication process to 

check the signed message of S. A will drop the message if S is an untrusted node or 

the change in the message is found.  

2. A found that the Seq of received RREQ is duplicated with the one that is 

received in the past. I explain from this rule that, the protocol guarantees minimum 

RREQ forwarding by allowing a node forwards only one RREQ route request.   

3. A is not a target node (in the case, A is not an element of InfoTarget-S). 

This means only nodes that exist in the InfoTarget-S are allowed to forward the RREQ. 

Finally, A reforms and forwards the RREQ by  

 

 InfoRoute-A = InfoRoute-A ∪ { IPA }  

 InfoRoute-A =  Shorten(InfoRoute-A, IPA) 

 InfoTarget-A =  {∀ IPi  ∈  LNN-A , if  IPi ∉ InfoRoute-A } 

A → broadcast : [ Seq, PubS,  IPD, InfoRoute-A, InfoTarget-A ]PriA  

 

5.4.2  Route Establishment  

After broadcasting the first RREQ, the source node waits for a certain period 

in order to receive a number of Route Reply (RREP) messages from the destination. 

If the source does not find any replies, it reattempts to find routes by launching 

another RREQ. The node terminates the route discovery process when launching a 

number of RREQs without receiving any RREP.  

The route establishment process allows only a destination to build the RREP 

in order that a set of qualified routes can be generated. The destination has a certain 
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period after arrival of the first RREQ to collect a number of qualified routes and 

return the RREPs back to the source. After collecting a set of RREQs, the destination 

performs following steps: 

1.  Rejects the incoming RREQ that do not pass the verification process, 

which complies with the rules of dropping RREQ explained in the last section. 

      2.  Executes path shortening function that I described in the Chapter 3. 

      3.  Eliminates a route that has an overlapped path with the previous ones. 

      4.  Ranks the routes. The greatest value of ETV is determined to be the first  

rank. If there are paths that have equal ETV, the path that has earlier arrival time is 

judged to have higher priority.  

The accepted path is reported back to the source by Route Reply (RREP) 

packets using the rank number as sequence number. To limit the number of paths 

maintained by associated nodes, the destination may set the maximum number of 

RREP and ignore the incoming RREQ when the sequence number reaches the 

threshold. In addition, the destination has a certain period after the arrival of the first 

RREQ to return RREPs back to the source. The destination will drop all following 

RREQs if the waiting period exceeds a threshold. Since routes reporting requires data 

availability and secrecy, the destination and intermediate nodes are allow only unicast 

transmission in sending the RREP among intermediate nodes. 

Let D is the destination node, D build non-repudiation of route information by 

signing the InfoRoute and the sequence number. The secrecy of route information is 

maintained by encrypted the whole reply message with public key of target receiver. 

D sends a RREP to the adjacent node by   

 

 InfoRoute-D  = { IPS, … , IPinter-i , … , IPinter-x , IPD } 

 D → inter-x : << [ Seq, PubD, InfoRoute-D ] PriD >> Pubinter-x  

 

The intermediate node i keeps route information into the route table and 

forwards the RREP to i-1 by  

  

 inter-i → inter-i-1 : << [ Seq, PubD, InfoRoute-D ] PriD >> Pubinter-i-1 
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When the source S receives a set of RREPs, S ranks the paths by ETV and 

uses the highest priority route as the primary route to deliver data packets and the 

others as the backup routes. If the primary route fails, the second priority backup 

route is then activated. The source node will execute route discovery processes again 

when all routes become invalid. 

 

5.4.3  Data Transfer and Forward 

Since encryption with asymmetric key algorithms consumes high computing 

cost, I proposed that end-to-end data exchange should be encrypt with a share key that 

is compromised between source and destination. In the case, S can exchange a share 

key with D during the event of exchanging the first chunk of data by  

 

InfoRoute-S = { IPS, … , IPinter-i , … , , IPinter-x , IPD } 

Keyencryted =  <<[ Key ] PriS>> PubD 

S → inter-1 : <<[ InfoRoute-S, Keyencryted] PriS  >>Pubinter-1, <Data>Key 

inter-i  → inter-i+1 : << [ InfoRoute-S , Keyencryted] Priinter-i>> Pubinter-i+1,  

   <Data>Key 

inter-x  → D : << [ InfoRoute-S , Keyencryted] Priinter-x>> Pubinter-D,  

          <Data>Key 

 

Notice that the first chunk of data may be encrypted and transmitted together 

with encrypted symmetric key. For sending the next chunk of data after symmetric 

key exchange, S encrypted and transmitted the data as follows:  

 

InfoRoute-S = { IPS, … , IPinter-i , … , , IPinter-x , IPD } 

 S → inter-1 : <<[ InfoRoute-S ] PriS  >>Pubinter-1, <Data>Key 

inter-i  → inter-i+1 : << [ InfoRoute-S] Priinter-i>> Pubinter-i+1, <Data>Key 

inter-x  → D : << [ InfoRoute-S] Priinter-x>> Pubinter-D, <Data>Key 

 

An important consideration of SPMP is that all compromised node must 

maintain secrecy of source route information. Therefore, source route information in 
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a data packet must be signed by the sender and encrypted by public key of the next 

hop. 

 

5.4.4 Route Maintenance 

Route maintenance process associates with how participating nodes report 

errors when they find broken links between themselves and their neighbors. The 

broken link may be caused by movement of nodes in network or malfunction of 

communication equipment of a node. In the case, the node generates a route error 

packet (RERR) that contains broken link information and reports to the participating 

nodes. 

According to the protocol, a path error is detected from two events. The first 

event happens when a node does not receive a probe packet from its neighbor for a 

certain period. The second event emerges when a node receives failure information 

from data link layer during data transmission to the next hop. When node A receives 

failure information for the link to X, A performs following procedures: 

1. Finds a spare path to the destination in the route table. If a backup path is 

found, then the node uses this path as a new active path by put the new source route 

information into the sending packet and go to next step. Otherwise, goes to next step. 

2. Generates a route error packet (RERR) that contains broken link 

information and report back to the source. If node B and S are associated nodes of the 

error path, then the RERR is sent from A to B and from B to S by 

 

 A → B : [ Seq, IPX ] PriA  

B → S : [ Seq, IPX ] PriB  

 

Finally all associated nodes eliminate all inactive paths from their route table. 

 

5.5  Security Analysis 

 

Since SPMP purposes to maintain security for a wireless network, the protocol 

must be endurable from various kinds of attacks. Generally, each type of attack 

focuses on penetrating specific area of weakness of network security. Attacks of 
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wireless network can be viewed as passive attacks, active attacks and attacks from 

compromised nodes.  

 

5.5.1  Protection from Passive Attacks  

In passive attack, an intruder traps valuable information by listening to traffic 

without disrupting the network. Passive attacks can be categorized into two types: 

data stealing and topology disclosure.   

For data stealing, an intruder aims to intercept valuable data during data 

exchange in a network. As a result, data secrecy plays a major role to defense against 

this kind of attack. The SPMP protects this kind of attack by adopting end-to-end data 

encryption to prohibit external entities read data without a valid key.  

For topology disclosure, an intruder intends to reveal the topology of the 

network. The SPMP protects the information of structure of the network by providing 

source route information encryption for RREP and data packet that only associated 

trusted nodes are allowed to read this information.  

 

5.5.2  Protection from Active Attacks  

Active attack associates with injection of arbitrary packets into a network to 

disrupt the operation of the network, limit network availability, gain authentication or 

attract packets destined to other nodes. For security analysis, a number of major 

active attacks including black hole, man-in-the- middle, replay attack and denial of 

service are investigated. 

 

 
Figure 5.1  The Black Hole Attack 

 

Black hole attack is an attack that aims to make a malicious node to be a 

compromised node. In the case, an attacker advertises a zero metric for all 

destinations causing all nodes around it to route packets towards it. This attack can be 

performed by counterfeiting RREQ or RREP. As illustrated in figure 5.1, when 

A B C D

M
A-M-D !!! A-M-C-D

A B C D

M
A-M-D !!! A-M-C-D
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malicious node M is actually compromising in the path A-M-C-D but M wants to be a 

compromised node by reporting false information to A to deceive A that path A-M-D 

is a qualified path. However, this issue cannot happen because the SPMP has 

authentication process for each node. Any route requisition packets from untrusted 

nodes will be ignored. In addition, changing in route information in a RREP is 

prohibited because the information is signed by the destination.  

In protecting man-in-the-middle attack, SPMP allows a node to be a 

compromised node only if the node is found a trusted node. All packets launched by a 

node that do not pass authentication process will be ignored. Moreover, the SPMP 

requires source node to encrypt and sign messages. Hence, the malicious node is not 

allowed to change any data in a packet.  

 

 
Figure 5.2a  Replay Attack During Route Request Period 1, Node M Keeps RREQ  

                      Information that Received from C. 

 

 

 

 
Figure 5.2b  Replay Attack During Route Request Period 2, Node M Pretends to be  

                      Node C and Submits the Old RREQ to Node D. 

 

Replay attack is an active attack when an intruder sends old advertisements to 

a node causing it to update its routing table with stale routes. As shown in figure 5.2a 

and 5.2b, the malicious node M keeps a RREQ packet from node C and pretends to be 

node C by submitting the old RREQ to D. For the SPMP, every packet has 

incremental sequence number and the whole data is signed. The replay attack is 
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protected because every node is instructed to reject all packets, which sequence 

number is less than the maximum sequence number of the packet the node received in 

the past. In addition, for data packet, D can detect the counterfeit data issued by M 

since M is not the participant node of the path.    

For denial of service (DoS), an intruder injects a large number of packets with 

expectation that the network will collapse. Typically, the DoS attack can be executed 

in the data link layer and the DoS attack in the data link layer is hard to protect. 

However, for the DoS attack in the network layer, this kind of attack will never be 

achieved since a malicious node fails to authenticate itself during self identification 

process and all packets launched by a malicious node will be rejected.  

 

5.5.3  Protection from Compromised Nodes 

Attacks that are the hardest to protect are attacks from a compromised node. 

Typically, attacks from compromised nodes derive from two purposes. First, a trusted 

node needs to be a compromised node of a path or wants to repartition the network. 

To achieve this purpose, the trusted node might perform routing table poisoning by 

advertising incorrect routing information to other nodes. The second purpose is that a 

node wants to destroy existing communication by reporting counterfeit route errors to 

associated nodes. 

 

 
Figure 5.3a  An Attack That a Malicious Node Counterfeits a RREQ with Only One  

                     Hop-count from a Source 

 

For SPMP, a malicious trusted node attempts to be a compromised node with 

two actions. First, the node may counterfeit a RREQ with only one hop count from a 

source to deceive the neighbors with an expectation that the node is chosen to be a 

compromised node. As illustrated in the figure 5.3a, M is a malicious node which 

receives a RREQ from C. Then, M counterfeits the RREQ by shorten path to D. This 
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event can be achieved only if M is a trusted node. However, the achievement cannot 

be guaranteed because an intermediate node forwards only the first received RREQ 

and ignores the later coming RREQ and the destination has a limited time to collect a 

number of RREQ before replies the chosen routes.  

Second, a malicious trusted node need collaboration with other trusted nodes 

to do tunneling attack. 

 

 
Figure 5.3b  Tunneling Attack 

 

Tunneling attacks is an attack that a compromised node collaborates with one 

or more nodes to misrepresent path lengths from source and destination and make 

them to be parts of available path. As a matter of fact, tunneling attacks is a threat to 

all multipath routing protocols which rely on maximally disjoint paths. The figure 

5.3b illustrates tunneling attack during route discovery where M1 joins with M2 to 

report wrong routing information to D. When receiving a RREQ from S, M1 

encapsulated the RREQ as if it is data of M1 and sends it to M2 via A B and C. When 

M2 receives the encapsulated data, M2 decapsulates the RREQ, attaches its routing 

information as if the RREQ was passed from M1 and forwards to D. After path 

correction period, D misunderstands that the path S-M1-M2-D is the best path and 

send the RREP back to M2. M2 then tunnels the RREP back to M1 in order that M1 

can forward the RREP to S. Fortunately, SPMP can relieve this threat because the 

protocol allows a node forwards only the first coming RREQ and allows path 

collection only a limited of time. As a result, a long-delay packet will be discarded by 

an intermediate node.  

 

 

S

B C

DM2M1

A

S

B C

DM2M1

A  



 

88

 
Figure 5.4  Counterfeit Route Error Information Launched by Compromised Node  

         M 

 

In the case of launching RERR to destroy existing route, as depicted in figure 

5.4, a compromised node M might generate a counterfeit route error and report to 

participant node S. In the sense of group member trust, this misleading will be caught 

by the receiver because every RERR must be encrypted and signed by private key of 

sender. Before accepting the error information, the node S can easily check whether 

node M is a member node of the path from S to D. The node S must reject the error 

message. However, the SPMP cannot protect an attack when the compromised node, 

which is an associated node of the path, advertises a wrong RERR to other member 

nodes of the path. 

 

5.6 Simulation and Result Analysis 

 

An objective of simulation was to investigate impact of network performance 

caused from lengthened data packet and additional security processes. Since, the 

performance of PMP was evaluated in the chapter 3, I worked on performance 

comparison only between SPMP and PMP. 

In my simulation, each node occupied 1024 bits RSA private and public key. 

All cryptographic functions with asymmetric key relied on RSA algorithm. Data were 

encrypted and decrypted with shared key using triple DES. 

 

5.6.1  Environments 

The performance of SPMP and PMP were simulated using Jist-SWANS. I 

simulated 1000 square meter field where 50 mobile nodes were moving with various 

speed. The radio signal propagation was set to approximate 250 meters ranges with 
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IEEE 801.11b Distribution Coordination Function (DCF). The radio propagation in 

the network has random signal-to-noise ratio up to 10 percent. 

Among nodes in the field, I randomly selected 10 pair of clients and servers to 

transmit constant bit rate (CBR) 512 bytes of packet for every 200 millisecond. The 

simulation was executed for 300 seconds which measurements were recorded every 

30 seconds. Every node broadcasted a probe packet for every one second. The clients 

started sending data after 30 seconds initial period to allow every node launched a 

number of probe packets until the network was stable. Since the computational times 

regarding forecasting model, data encryption and decryption of the SPMP vary by the 

capability of the processors and other resources of nodes, I randomly defined delay 

time up to 10 milliseconds before transmitting data.  

 

5.6.2  Performance Measurements 

There were four metrics used for the simulation consists of: 

1. Packet delivery ratio: The ratio of the number of data packets completely 

received by the destination to the number of data packets generated by the source. 

2. Average goodput: The average speed of real data transmission from source 

to destination. A goodput can be explained as the number of useful bit per unit of 

time forwarded by the network from a source to a destination, excluding protocol 

overhead, and excluding retransmitted data packets. The calculation of a goodput can 

be done by dividing total number of data bits of data completely received by the 

destination with total delay time of data delivery from source to destination. 

3. Percent of dropped packet: The number of data packets those are dropped 

during data transmission process to the number of total packets. 

4. The number of cumulative route request: The number of RREQ packets 

established and launched by source nodes. The number of route request is used to 

measure the robustness of a path and informs how often source nodes initialized route 

request process. 
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5.6.3  Simulation Results 

 

 
Figure 5.5a  Packet Delivery Ratio of SPMP and PMP at Maximum Random Speed  
             from 5 to 30 m/s 
 
 

 
Figure 5.5b  Average Goodput of SPMP and PMP at Maximum Random Speed from  
                     5 to 30 m/s 
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Figure 5.5c  Percent Dropped Packet of SPMP and PMP at Maximum Random Speed  
                          from 5 to 30 m/s 
 
 
 

 
Figure 5.5d  Number of Route Request Packet That are Initially Generated by Source  
                      for SPMP and PMP at Maximum Random Speed from 5 to 30 m/s 

 

Figure 5.5a – 5.5 d show performance comparisons between SPMP and PMP 

for various maximum random speeds. In figure 5.5a, the packet delivery ratios of both 

PMP and SPMP are slightly dropped when maximum random speed increases. The 

result shows that the output of PMP is still higher than those of SPMP approximately 

4% to 9%. The main reason is that data encryption lengthens the packet to 20% and 

causes deficiency in packet delivery. 
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The longer packet also affect higher dropped packet ratio. As shown in figure 

5.5c, percent dropped packet of SPMP tends to be greater than those of PMP. The 

increasing in maximum random speed causes a little higher dropped packet ratio. I 

found from figure 5.5a and 5.5c that both protocols still work well in a moderate 

speed mobile network. 

As shown in figure 5.5b, the average goodputs of SPMP are in between 35 to 

45 kbps while PMP has better rates in between 45 to 50 kbps. This phenomenon can 

be explained that the SPMP has higher protocol overhead especially longer size of 

packet caused from data encryption. However, the efficiency of SPMP dropped only 

7% when compared with that of PMP. This event shows that overheads from security 

of SPMP do not significantly harm the performance of the network.    

In figure 5.5d, events of finding new routes of PMP and SPMP tend to 

increasingly occur when the maximum random speed gets higher. Though both SPMP 

and PMP use the same route discovery algorithm, a path from PMP is slightly more 

robust than a path acquired by SPMP. I found that the security overhead of SPMP 

causes a longer delay period and increasing in data transmission time raises 

possibility of path invalidation. 

 

 
Figure 5.6a  Packet Delivery Ratio of SPMP for Various Speed for Every 30 Seconds 
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Figure 5.6(b)  Average Goodput of SPMP for Various Speed for Every 30 Seconds 

 

 
Figure 5.6c  Percent Dropped Packet of SPMP for Various Speed for Every 30    

                      Seconds  

 

 

0.00

5.00

10.00

15.00

20.00

25.00

30.00

35.00

40.00

45.00

0 30 60 90 120 150 180 210 240 270 300 330 360

Time (second)

G
oo

dp
ut

 (k
bp

s)

10 meter/sec

20 meter/sec

30 meter/sec

 

0.0%

1.0%

2.0%

3.0%

4.0%

5.0%

6.0%

7.0%

8.0%

9.0%

0 30 60 90 120 150 180 210 240 270 300 330 360

Time (second)

D
ro

pp
ed

 P
ac

ke
t (

pe
rc

en
t)

10 meter/sec

20 meter/sec

30 meter/sec



 

94

 
Figure 5.6d  Number of Cumulative Route Request Packet That are Initially  

                     Generated by Source of SPMP for Various Speed for Every 30 Seconds 
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the increasing in mobile speed does not make any sense with average goodputs 

because of some reasons. First, the performance of a route (ETV) is controlled by the 

protocol when a route is established. Second, in the simulation environment, direction 

of locomotion of a node was random and there was equal possibility for nodes in 
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route does not have any impact with the goodput. In the figure 5.6c, the percent of 

dropped packets has a tendency to increase when mobility speed of a node increase. 

This is normal because the link between two nodes is easier to be broken under higher 

mobility speed circumstance. The increasing in speed of mobility nodes also shortens 

the life of a route. As shown in the figure 5.6d, the number of route request packet 

that is initially generated by source tends to be increase when the speed is raised.  

0

100

200

300

400

500

600

0 30 60 90 120 150 180 210 240 270 300 330 360

Time (second)

N
um

be
r o

f R
R

EQ

10 meter/sec

20 meter/sec

30 meter/sec



 

95

According to my observation, I conclude that the SPMP establishes a set of 

routes that are robust and have efficiency enough to handle moderate speed mobile 

network. The simulation results show a little decreasing in route performances that 

are acceptable.  

 
 
 
 
 



 
CHAPTER 6 

 

THE SECURED PREDICTIVE MULTIPATH  

 

ROUTING PROTOCOL (SPMP)  

 

WITH INDIVIDUAL AUTHENTICATION 
 

6.1 Overview  

 

A disadvantage of SPMP with group authentication explained in the chapter 5 

is a limitation that a node trusts the others only as a group member but not 

individually. Hence, I introduce an extension of SPMP with group authentication, 

called SPMP with individual authentication, in order that a node can make trusts with 

the others not only in group-based but also individually. Basically, the SPMP with 

individual authentication needs certification from a central trusted server.  For the 

SPMP with individual authentication, each node is allowed to perform individual 

authentication as well as group authentication to make trust to the other nodes in both 

group member and individual view. Like the group-based authentication that was 

mentioned in the last chapter, the individual authentication is made by each pair of 

nodes. In this chapter, I introduce a method of individual authentication of SPMP and 

simulation results.  

 The design and implement of SPMP with individual authentication is based 

on following assumptions: 

1. Nodes in a network must share secret information, which is called 

“passphrases”, and a node is trusted only if the node is able to correspond with the 

others using the same set of passphrases.  

2. The protocol requires a central trusted server to distribute the set of 

passphrases and issue certificates to requester. Passphrases distribution and 

certification issuing can be executed by an off-line process.   
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3. Nodes in the network are capable to generate there own private/public 

keys but all nodes has to use the same cryptographic algorithm.  

4. All nodes must have the public key of the trusted server or the public key 

of the trusted server is generally known.    

All messages for the protocol are encapsulated with IP header.  

 

6.2 Notations 

 

The following notations will be used throughout this chapter.  

Certi : a certificate of node i. 

Pubts : a public key of the trusted server. 

Prits : a private key of the trusted server. 

Pass: a passphrase used for building trust among nodes in a network. 

SPass : a shared set of passphrases. 

Pubi : a public key of node i. 

RDNA : a random number generated by A. 

TNi : an abbreviation of trusted node i.  

LNN-i : a list of neighbor nodes of node i. 

<<message>>Prits : encryption of a message using private key of the trusted 

server. 

<message>Key: encryption of a message using symmetric key. 

 

6.3 Individual Authentication  

 

The individual authentication of SPMP requires that nodes in the network 

must request for a certificate from a trusted server. Initially, a node generates its own 

public and private key. The public key is sent to the trusted server to make a 

certificate. Certification issuing by the trusted server TS to node A is represented by    

 

 CertA = << PubA >>Prits  

  TS → A : CertA 
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 where CertA is the certificate of A, IdA is the identity of A e.g. IP address of A, 

Key is a symmetric key, Prits is the private key of the trusted server and PubA is 

the public key of A.    

Besides maintaining a certificate, a node must keep a shared set of 

passphrases issued by the trusted server. The set of n number of passphrases is 

represented by  

  

 SPass = { Pass1, Pass2, … , Passi, … , Passn } 

 

A node can make trust to its neighbor by performing individual authentication. 

For example, node A and B can make trust to each other by exchange their certificates 

and hashed passphrases. When A authenticates with B, the negotiating nodes perform 

following steps: 

Step 1: If n is the number of passphrase, A picks up a random number i where 

1 ≤ i ≤ n. Then A sends a request to B by  

 

 RDNA = a random message generated by A  

 CertA = << PubA >>Prits  

 A → B :  Hash(Passi, RDNA), i, RDNA, CertA 

 

A attaches RDNA with the passphrase before hashing the whole message to 

dissimilate the hashed message. Therefore, messages hashed by this process will 

always be different in order that the passphrase cannot be easily decoded.  

Step 2: B verifies the incoming request by getting Passi which B know, 

performing hash function for Passi combined with RDNA and comparing the result 

with incoming hashed message. If the hashed message is correct then B trusts A as B’s 

group member. 

To verify CertA, B decrypts << PubA >> by the public key of the trusted server 

(Pubts). Then B can read PubA. B trusts that the CertA is issued by the trusted server TS 

because only TS can encrypt this message. Consequently, B calculates j = i + 1 if j ≤ n 

otherwise j = 1 and responses a message back to A by  
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 CertB = << PubB >>Prits  

  B → A :  Hash(Hash(Passi, RDNA), Passj), CertB 

 

Notice that B executes hashing chain function in order that A can verify B’s 

reply to ensure that B is A’s group member. In addition, A can verify CertB by using 

the same methods that B did. Finally, A and B keep their neighbor’s public key in the 

trusted node list used for routing protocol.    

For SPMP, every node in the network maintains a list of trusted nodes. The 

list of trusted nodes comprises of address and public key of each trusted node. I 

represent m number of trusted node information that is maintained by node A by 

 

 TNi = (IPi ,  Pubi)  

 LTN-A = { TN1, TN2, … , TNi, … , TNm } 

 

where TNi is the information of trusted node i, IPi is the address of node i, 

Pubi is the public key of node i and LTN-A is a set of trusted nodes.  

 

6.4 Routing Protocol and Security Analysis 

 

The only difference between SPMP with group-based and individual 

authentication is the authentication methods. Both of them use the same routing 

protocol that I described in the last chapter. Therefore, I refer the detail descriptions 

of routing protocol to the section 5.4 of the chapter 5. 

As the matter of fact, the authentication methods are not involving with 

establishment of secured routing and data exchange. The aspects of routing security 

are explicitly obtained by the functions of routing protocol. Therefore, I refer the 

security analysis to the section 5.5 of the chapter 5.  

 

6.5 Simulation and Result Analysis 

 

A main objective of simulation was to learn the difference of network 

performance between two authentication methods of the SPMP. Thus, I run a 
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simulation to investigate network performances of the SPMP with individual 

authentication compared with those of the SPMP with group authentication.  

In my simulation, asymmetric key encryption/decryption relied on RSA 

algorithm with 1024 bits private and public key. For the symmetric key encryption, I 

use triple DES. 

 

6.5.1  Environments 

The performance values of SPMP are simulated using Jist-SWANS. I 

simulated 1000 square meter field where 50 mobile nodes were moving with various 

speed. The radio signal propagation was set to approximate 250 meters ranges with 

IEEE 801.11b Distribution Coordination Function (DCF). The radio propagation in 

the network has random signal-to-noise ratio up to 10 percent. 

Among nodes in the field, I randomly selected 10 pair of clients and servers to 

transmit constant bit rate (CBR) 512 bytes of packet for every 200 millisecond. The 

simulation was executed for 300 seconds which measurements were recorded every 

30 seconds. Every node broadcasted a probe packet for every one second. The clients 

started sending data after 30 seconds initial period to allow every node launched a 

number of probe packets until the network was stable. Since the computational times 

regarding forecasting model, data encryption and decryption of the SPMP vary by the 

capability of the processors and other resources of nodes, I randomly defined delay 

time up to 10 milliseconds before transmitting data.  

 

6.5.2  Performance Measurements 

There were four metrics used for the simulation consists of: 

          1) Packet delivery ratio: The ratio of the number of data packets  

completely received by the destination to the number of data packets generated by the 

source. 

                     2)  Average goodput: The average speed of real data transmission from 

source to destination. A goodput can be explained as the number of useful bit per unit 

of time forwarded by the network from a source to a destination, excluding protocol 

overhead, and excluding retransmitted data packets. The calculation of a goodput can 
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be done by dividing total number of data bits with number of data transmission 

packet. 

                     3)  Percent of dropped packet: The number of total data packets of every 

node those are dropped during data transmission process to the number of total data 

packets floating in the network. 

                     4) The number of cumulative route request: The number of RREQ 

packets established and launched by source nodes. The number of route request is 

used to measure the robustness of a path and informs how often source nodes 

initialized route request process. 

 

6.5.3  Simulation Results 
 

 
Figure 6.1  Packet Delivery Ratios of SPMP with Individual Authentication and  

                   SPMP with Group Authentication at Maximum Random Speed from 5 to    

                   30 m/s 
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Figure 6.2  Average Goodput of SPMP with Individual Authentication and SPMP  

         with Group Authentication at Maximum Random Speed from 5 to 30 m/s 

  
 
 

 
Figure 6.3  Percent Dropped Packet of SPMP with Individual Authentication and  

                        SPMP with Group Authentication at Maximum Random Speed from 5 to  

                    30 m/s 
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Figure 6.4  Number of Route Request Packet That are Initially Generated by Source  

                    for SPMP with Individual Authentication and SPMP with Group      

                    Authentication at Maximum Random Speed from 5 to 30 m/s 

 

Figure 6.1 – 6.4 show performance comparison between SPMP with 
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between 86% to 91%. There are no significant variances of the packet delivery ratios 

between these two protocols. As shown in the figure 6.2, the average goodput of the 
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with group authentication, I found no materiality in differences. The figure 6.4 
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the same direction as the other results that there were no significant variances 

between the results of the simulated protocols.   

In conclusion, the impacts from the individual authentication comparing with 

the group authentication for SPMP routing were equivalent because of two reasons. 

First, the routing processes of these two protocols are exactly the same. Only 

difference is the authentication method that may consume different computational 

time but not for network performance. Second, the sizes of authentication packets of 

SPMP with individual authentication are as equal as those of SPMP with group 

authentication. As a result, the performances of network are not affected by the 

lengthening of control packets floating in the network. 

 

 



 
CHAPTER 7 

 

CONCLUSION 
 

 The interested problems in my research are related to development of an 

efficient and robust mobile ad hoc routing protocol as well as implementing security 

with the protocol. In the case, regression analysis is employed a statistical tool to 

anticipate the future performance and availability of network. Initially, I introduce a 

multipath routing protocol for ad hoc network called “Predicted Multipath Routing 

Protocol (PMP)”. The protocol forms a set of disjointed paths that have well-enough 

availability and high performance. The strategy of qualify path selecting is depended 

on two measurements: The Degree of Availability (DA) and The Estimated Path 

Throughput Value (ETV). The DA relies on potential signal strength, which is 

affected by mobility of nodes in the network. The ETV engages with the packet loss 

ratio that can scale efficiency of a path.  

 Consequently, the PMP is improved by embedding security characteristic with 

the protocol. As the matter of fact, the implementation of security toward the ad hoc 

routing protocol is aimed to discover a set of secured routes which maintain five 

security aspects for a wireless network that including availability, secrecy, integrity, 

authentication and non-repudiation. In addition, I realize that node authentication in 

wireless network is always a problem. Thus, I introduce a self-authentication based 

secure routing protocol, called “Secured Predictive Multipath Routing Protocol 

(SPMP)”. The SPMP consists of three main phases. The first phase associates with 

authentication process that enabling a pair of nodes compromise their trust. The 

second phase concerns with on-demand route discovery. The last phase is 

incorporated with key exchange infrastructure in order to maintain end-to-end data 

secrecy.  

 The result of network performance evaluation of both PMP and SPMP 

appeared to be satisfactory. My security analysis also shows that the SPMP provides a 
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good security that is well enough to protect threats from various major network 

attacks. 

 My contribution consists of techniques that are beneficial for improving the 

performance and security of mobile ad hoc network. This dissertation gives us another 

view of communication technology. Some proposed techniques are possibly applied 

for improving current wireless network technology. Also, the security view toward 

this dissertation is possible to provide an idea to develop security standard of wireless 

technology in the future.    
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